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Flow in variably saturated porous media is typically modeled by the Richards equation, a nonlinear elliptic-

parabolic equation which is notoriously challenging to solve numerically. In this paper, we propose a robust 
and fast iterative solver for Richards’ equation. The solver relies on an adaptive switching algorithm, based on 
rigorously derived a posteriori indicators, between two linearization methods: L-scheme and Newton. Although 
a combined L-scheme/Newton strategy was introduced previously in [1], here, for the first time we propose a 
reliable and robust criteria for switching between these schemes. The performance of the solver, which can be in 
principle applied to any spatial discretization and linearization methods, is illustrated through several numerical 
examples.
1. Introduction

In this paper, we consider the pressure head 𝜓 based formulation of 
the Richards equation

𝜕𝑡𝜃(𝒙, 𝜓) − ∇ ⋅ [𝐾(𝒙, 𝜃)(𝜓))∇(𝜓 + 𝑧)] = 𝑓, (1)

where 𝜃 ∶ Ω ×ℝ → [0, 1] is the water content, 𝐾 is the rank 2 permeabil-

ity tensor of the porous medium, 𝑧 is the height against the gravitational 
direction, and 𝑓 is a source/sink term. Richards’ equation is used to 
model the flow of water in saturated/unsaturated porous media. It is 
a highly nonlinear and degenerate elliptic-parabolic equation which 
makes solving it a very challenging task, see e.g. the review work of 
[2]. We refer to [3] for the existence and uniqueness of a weak solution 
of Richards’ equation.

There are plenty of works regarding discretization of Richards’ equa-

tion. Due to the low regularity of solutions of (1), see [4], generally, a 
backward Euler (implicit) scheme (3) is employed to discretize it in 
time, see e.g. [1,5]. Regarding spatial discretization we mention contin-

uous Galerkin finite elements [6,7], mixed or expanded mixed finite 
elements [8–12], finite volumes [13,14] (see also the recent review 
[15]), or multipoint flux approximation (MPFA) [16]. Regardless of the 
choice of the spatial discretization method, one has to solve at each 
time step a nonlinear, finite-dimensional problem. In this paper, we 
will focus on how to efficiently solve these problems using iterative lin-

earization techniques.
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The main iterative linearization methods used for this type of non-

linear problem are the Newton method, Picard or modified Picard, 
L-scheme, the Jaeger-Kacur method, or combinations of them. Perhaps 
the most common choice is the Newton method [17,18] which con-

verges quadratically provided the initial guess is close enough to the 
final solution. For a 𝑟-Hölder continuous 𝜃′ function (𝑟 ∈ (0, 1]) and the 
initial guess equal to the solution of the previous time step, it was shown 
in [10] that the Newton scheme is (1 + 𝑟)th order convergent if

𝜏 ≤ 𝐶𝜃
2+𝑟
𝑟

𝑚 ℎ𝑑 , (2)

where 𝜏 > 0 is the time step size, ℎ > 0 the mesh size, 𝑑 ∈ ℕ the spa-

tial dimension, 𝐶 > 0 a constant which depends on the domain and 
the nonlinearities, and 𝜃𝑚 ∶= inf 𝜃′ ≥ 0. However, for simulations in 2 
or 3 dimensions, condition (2) is quite restrictive particularly if the 
mesh size ℎ is small, or if the problem is degenerate (𝜃𝑚 = 0). This fact 
is corroborated by numerical simulations in [1,19] which show that 
the Newton method fails to converge in many such cases. One can im-

prove the robustness of Newton method by using a damped version of 
it. Line search, variable switching [20] or trust-regions techniques [21]

are examples of such. Alternatively, one can increase the robustness of 
Newton’s method by performing first a few fixed-point iterations. This 
was proposed in [17,18] by using the Picard method and in [1] by us-

ing the L-scheme. Nevertheless, the switching between the schemes was 
not based on an a posteriori indicator, but done in a heuristic manner.
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The other linearization schemes are fixed-point type schemes, typi-

cally more robust, however only linearly convergent. It has been shown 
in [22,13] that the Picard method does not perform well for Richards’ 
equation. A modified Picard method was proposed in [22]. The modi-

fied Picard coincides with Newton’s method for the case of a constant 
permeability, therefore it inherits robustness problems. The L-scheme, 
first proposed in [23,24,1], is a stabilized Picard method and it was de-

signed to be unconditionally converging irrespective of the choice of the 
initial guess even in degenerate settings and for larger time steps. The 
L-scheme (see Definition 2.3) uses a global constant as a stabilization co-

efficient, does not involve the computation of any derivatives, and thus, 
is not only more stable but also consumes less computational time per it-
eration due to easier assembly of the stiffness matrices which are better 
conditioned. Numerical results in [1,19] clearly demonstrate this. How-

ever, they also reveal that the L-scheme converges considerably slower 
in terms of number of iterations compared to the Newton scheme and at 
a linear rate. Furthermore, its overall performance strongly depends on 
the careful choice of a tuning parameter; despite theoretical stability, an 
improper choice may effectively result in stagnation. The sensitivity of 
the performance of the L-scheme with respect to the stabilization can be 
significantly relaxed when combining the L-scheme with Anderson ac-

celeration [25]. Indeed, for Richards equation extended to deformable 
porous media and solved by an L-scheme, it has been demonstrated that, 
first, the stabilization parameter can be chosen outside the theoretical 
range, and second, the non-degenerate convergence can be retained in 
case of previous divergence or accelerated, as also discussed from a 
theoretical perspective [26]. Similar stabilizing properties of the An-

derson acceleration have been also discussed for general fixed-point 
methods [27,28]. Other fixed point iterations schemes include Jäger-

Kacǔr scheme [29] which converges unconditionally albeit slowly, and 
is more computationally expensive than the L-scheme per iteration, see 
Table 1. The modified L-scheme, proposed in [19], shows stability simi-

lar to the L-scheme while having much faster convergence rates (scaling 
with 𝜏); yet, the convergence is still linear.

In this paper, we investigate a hybrid strategy, dynamically switch-

ing between the L-scheme and Newton’s method. This utilizes the ad-

vantages of both methods: the unconditional stability of the L-scheme, 
and the quadratic convergence of Newton’s method when close to the 
exact solution. The crucial difference to previous works on hybrid ap-

proaches, e.g. [1,17], is the adaptive nature of the switch between both 
linearization methods. A switch from the L-scheme to Newton’s method 
is performed when the iterate is sufficiently close to the solution. This 
finally allows us to balance robustness and speed.

The main challenge in implementing this strategy originates from 
deriving a rigorous switching criteria between the schemes. Since, the 
a priori estimates, such as the ones provided in [10], involve unknown 
constants and assume the worst-case scenario, we pursue an a posteriori

estimate-based approach here instead. A rigorous and efficient a pos-

teriori estimator for the fully degenerate Richards equation involving 
linearization errors was derived in [30] in the continuous space-time 
setting. For the time-discrete problem (3), a robust, efficient, and reli-

able estimator was derived in [31] using an orthogonal decomposition 
result dividing the total error into a discretization and a linearization 
component. Furthermore, its effectiveness was demonstrated numeri-

cally. These papers serve as the main inspirations in deriving the a 
posteriori based switching criteria in Section 3 and an adaptive L-scheme 
algorithm in Appendix A. Nevertheless, since we are only interested in 
computing the linearization error component, the computation of equi-

librated flux will be avoided wherever possible.

The paper is organized as follows. In Section 2, we introduce the 
mathematical notation, state the assumptions, define the fully-discrete 
solution, and elaborate on different linearization methods. In Section 3, 
the adaptive switching algorithm is developed. Firstly, a concept of 
linearization error is introduced along with the derivation of a predic-

tive indicator for linearization error of the next iteration. The adaptive 
algorithm compares the linearization error with the estimator to de-
156
termine the exact switching points. In Section 4, four numerical test 
cases (partially saturated, degenerate, recharge of a drainage trench 
and a heterogeneous medium) are presented which illustrate the ro-

bustness and computational efficiency of the adaptive scheme compared 
to the standard Newton’s method or the L-scheme. Section 5 contains 
the conclusions of this work. The paper ends with two appendices, one 
concerning an adaptive L-scheme and the other on the details of the 
computation of the equilibrated flux.

2. Mathematical and numerical formulation

We consider Richards’ equation in the space-time domain  = Ω ×
[0, 𝑇 ], where Ω is a bounded domain in ℝ𝑑 with a Lipschitz continu-

ous boundary 𝜕Ω, and 𝑇 > 0. Let (⋅, ⋅) and ‖ ⋅ ‖ be the inner product and 
norm of the square-integrable functions in Ω, i.e. 𝐿2(Ω), respectively. 
Moreover, using common notation from functional analysis, 𝐻1(Ω) rep-

resents the Sobolev space of functions with first-order weak derivatives 
in 𝐿2(Ω), and 𝐻1

0 (Ω) its subspace containing functions with vanishing 
trace at the boundary.

Assumption 1. For the material properties 𝜃 and 𝐾 , and source term 𝑓
in (1), the following assumptions are made:

(a) The saturation function 𝜃(𝒙, 𝜓) (for 𝒙 ∈ Ω, 𝜓 ∈ℝ) is Lipschitz con-

tinuous and monotonically increasing with respect to 𝜓 with 𝐿𝜃

and 𝜃𝑚 ≥ 0 denoting the global Lipschitz constant and the lower 
bound for the derivative respectively.

(b) The permeability tensor 𝐾 ∶ Ω × [0, 1] →ℝ𝑑×𝑑 satisfies the uniform 
(pseudo) ellipticity condition, i.e., for constants 𝜅𝑀 ≥ 𝜅𝑚 ≥ 0,

𝜅𝑚|𝒛|2 ≤ 𝒛T𝐾 𝒛 ≤ 𝜅𝑀 |𝒛|2, ∀𝒛 ∈ℝ𝑑 .

Moreover, 𝐾(𝒙, 𝜃(𝒙, 𝜓)) (denoted later by 𝐾◦𝜃) is Lipschitz con-

tinuous with respect to 𝜓 for all 𝒙 ∈ Ω, with the global Lipschitz 
constant being 𝐿𝜅 .

(c) The source function satisfies 𝑓 ∈ 𝐶(0, 𝑇 ; 𝐿2(Ω)).

Note that these assumptions are consistent with the commonly used 
Brooks-Corey [32] and van Genuchten [33] parametrizations of the 
functions 𝜃 and 𝐾 . To simplify notation we write 𝐾(𝒙, 𝜃) = 𝐾(𝜃) and 
𝜃(𝒙, 𝜓) = 𝜃(𝜓) throughout the paper, although they can be treated as 
spatially heterogeneous everywhere in our analysis.

2.1. Time-discretization: backward Euler

To discretize the Richards equation in time we consider the 
backward-Euler time discretization of (1). For this implicit scheme, no 
CFL conditions need to be satisfied for stability (thus avoiding restric-

tions on the time step size). Moreover, it does not require higher-order 
time regularity (unlike the Crank-Nicholson scheme) to converge to the 
time-continuous solutions. We subdivide the time-interval [0, 𝑇 ] uni-

formly 𝑁 times with time step size 𝜏 = 𝑇 ∕𝑁 and discrete time steps 
𝑡𝑛 = 𝜏𝑛, where 𝑛 ∈ {1, ...,𝑁}. Then, we look for a sequence {𝜓𝑛}𝑁

𝑛=1 of 
functions in Ω, satisfying the time-discrete system

𝜃(𝜓𝑛) − 𝜃(𝜓𝑛−1)
𝜏

−∇ ⋅
[
𝐾(𝜃(𝜓𝑛))∇(𝜓𝑛 + 𝑧))

]
= 𝑓 (𝑡𝑛). (3)

Denoting 𝑓 (𝑡𝑛) by 𝑓𝑛 subsequently, a more precise and general def-

inition of the weak solutions of (3) is given below. For simplicity, we 
assume homogeneous Dirichlet boundary condition although our results 
are valid for Dirichlet and Neumann boundary conditions in general.

Definition 2.1 (Backward Euler time-discretization of (1)). Let 𝜓0 ∈
𝐿2(Ω) be given. Then the sequence {𝜓𝑛}𝑁

𝑛=1 ⊂ 𝐻1
0 (Ω) is the backward 

Euler solution of (1) if for all 𝑛 ∈ {1, ...,𝑁}, and 𝑣 ∈𝐻1
0 (Ω),

1 (𝜃(𝜓𝑛) − 𝜃(𝜓𝑛−1), 𝑣) + (𝐾(𝜃(𝜓𝑛))∇(𝜓𝑛 + 𝑧),∇𝑣) = (𝑓𝑛, 𝑣). (4)

𝜏
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2.2. Space-discretization: continuous Galerkin finite elements

We consider the finite element method to discretize (4) further in 
space. Let ℎ be a triangulation of Ω into closed 𝑑-simplices, where 
ℎ ∶= max𝐸∈ℎ (diam(𝐸)) denotes the mesh size. Assuming Ω is a polygon, 
the Galerkin finite element space is

𝑉ℎ =
{
𝑣ℎ ∈𝐻1

0 (Ω)| 𝑣ℎ|𝐸 ∈ 𝑝(𝐸), 𝑇 ∈ ℎ} , (5)

where 𝑝(𝐸) denotes the space of 𝑝-order polynomials on 𝐸, 𝑝 ∈ ℕ. 
Then, the fully discrete Galerkin formulation of Richards’ equation 
reads

Definition 2.2 (Fully discrete solution of (1)). Let 𝜓0
ℎ
∶= 𝜓0 ∈ 𝐿2(Ω). 

Then the sequence {𝜓𝑛
ℎ
}𝑁
𝑛=1 ⊂ 𝑉ℎ is the fully discrete solution of (1) if 

for all 𝑛 ∈ {1, ...,𝑁}, and 𝑣ℎ ∈ 𝑉ℎ,

(𝜃(𝜓𝑛
ℎ
) − 𝜃(𝜓𝑛−1

ℎ
), 𝑣ℎ) + 𝜏(𝐾(𝜃(𝜓𝑛

ℎ
))∇(𝜓𝑛

ℎ
+ 𝑧),∇𝑣ℎ) = 𝜏(𝑓𝑛, 𝑣ℎ). (6)

2.3. Iterative linearization schemes

To obtain the solution of the nonlinear problem (6) an iterative lin-

earization scheme is generally employed. To investigate the trade-off 
between the stability and speed of such schemes, we focus on two lin-

earization strategies that will be representatives of linearly and quadrat-

ically convergent methods with convergence meant in the L2 sense.

2.3.1. Linearly convergent schemes: the L-scheme

Where the quadratically convergent Newton method utilizes a 
proper first-order Taylor expansion of the nonlinear terms in (6), the 
linearly convergent methods that we consider here, only exploit an 
expansion of the monotone components, i.e. the nonlinear saturation 
function. Moreover, the expansion does not need to be exact. Consider 
the following scheme: Given 𝜓𝑛−1

ℎ
, 𝜓𝑛,𝑗−1

ℎ
∈ 𝑉ℎ, find 𝜓𝑛,𝑗

ℎ
∈ 𝑉ℎ such that

((𝜓𝑛,𝑗−1
ℎ

)(𝜓𝑛,𝑗

ℎ
−𝜓

𝑛,𝑗−1
ℎ

), 𝑣ℎ) + 𝜏(𝐾(𝜃(𝜓𝑛,𝑗−1
ℎ

))∇(𝜓𝑛,𝑗

ℎ
+ 𝑧),∇𝑣ℎ)

= 𝜏(𝑓𝑛, 𝑣ℎ) − (𝜃(𝜓𝑛,𝑗−1
ℎ

) − 𝜃(𝜓𝑛−1
ℎ

), 𝑣ℎ), (7)

for all 𝑣ℎ ∈ 𝑉ℎ, where  ∶ℝ → [0, ∞) is a predetermined positive weight 
function, and 𝑗 ∈ℕ is the iteration index. Observe that, provided 𝜅𝑚 > 0
in Assumption 1, the problem above is linear, monotone, and Lipschitz 
with respect to 𝜓𝑛,𝑗

ℎ
, and hence a unique weak solution of (7) exists. 

Moreover, if the iteration converges, i.e. if 𝜓𝑛,𝑗

ℎ
→ 𝜓𝑛

ℎ
strongly in 𝐻1

0 (Ω), 
then 𝜓𝑛

ℎ
indeed solves (6). There can be many different choices of the 

function  which leads to different linearization schemes, see Table 1. 
For the rest of this paper, we mainly focus on the case when  is con-

stant which leads to the widely studied L-scheme.

Definition 2.3 (L-scheme). Let 𝜓𝑛−1
ℎ

, 𝜓𝑛,0
ℎ

∈ 𝐿2(Ω) and 𝐿 > 0 be given. 
Then the L-scheme solves for the sequence {𝜓𝑛,𝑗

ℎ
}𝑗∈ℕ ⊂ 𝑉ℎ which satis-

fies for all iteration indices 𝑗 ∈ℕ, and 𝑣ℎ ∈ 𝑉ℎ

𝐿((𝜓𝑛,𝑗

ℎ
−𝜓

𝑛,𝑗−1
ℎ

), 𝑣ℎ) + 𝜏(𝐾(𝜃(𝜓𝑛,𝑗−1
ℎ

))∇(𝜓𝑛,𝑗

ℎ
+ 𝑧),∇𝑣ℎ)

= 𝜏(𝑓𝑛, 𝑣ℎ) − (𝜃(𝜓𝑛,𝑗−1
ℎ

) − 𝜃(𝜓𝑛−1
ℎ

), 𝑣ℎ).
(8)

Different choices of  and the resulting schemes are listed below

Remark 1 (Non-constant 𝐿 for heterogeneous media). For the L-scheme, 
spatially varying constitutive laws, e.g., the water content, are ideally 
handled by using spatially varying linearization 𝐿. The proofs can be 
adapted by utilizing weighted inner products, with the weights vary-

ing in space accordingly; similar ideas have been successfully applied 
in the context of iterative splitting schemes close to the L-scheme but 
applied for poroelasticity modeled by Biot’s equations [34] and can be 
transferred to the case of Richards’ equation. Likewise, the practical per-

formance of the linearization is expected to be effectively dominated by 
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Table 1

Different linearly convergent schemes (7) defined along with 
their linearization weight function .

Scheme (𝜓)

Picard 0
Modified Picard [22] 𝜃′(𝜓)
Jäger-Kacǔr [29] sup𝜉∈ℝ

𝜃(𝜉)−𝜃(𝜓)
𝜉−𝜓

L-scheme [23,24,1] 𝐿 > 0 constant

Modified L-scheme [19] 𝜃′(𝜓) +𝑀𝜏, 𝑀 > 0 constant

the global supremum of the locally evaluated convergence rates (and 
not by the more pessimistic convergence rate evaluated in respective 
global upper and lower bounds of the single parameters). For more de-

tails on the techniques, we refer the reader to [34].

It has been shown in [1, Theorem 1] that if 𝐿 ≥ 1
2 sup𝜉∈ℝ 𝜃′(𝜉), then 

the L-scheme iterations converge irrespective of the initial guess un-

der minor restrictions on the time step size 𝜏 and independent of the 
mesh size. However, numerical results in [1,19] reveal that the con-

vergence of the L-scheme can be relatively slow, depending on the 
choice of the stabilization parameter 𝐿, see please the Appendix A for 
an adaptive L-scheme. One can enhance the convergence speed by com-

puting 𝐿 using the previous iterates and derivatives. In general, taking 
𝐿 as the Jacobian matrix, would lead to the modified Picard method 
[22]. This is exploited in the modified Picard scheme, first proposed in 
[22], uses (𝜓𝑛,𝑗−1) = 𝜃′(𝜓𝑛,𝑗−1), complying with the first-order Taylor 
series expansion 𝜃(𝜓𝑛,𝑗 ) ≈ 𝜃(𝜓𝑛,𝑗−1) + 𝜃′(𝜓𝑛,𝑗−1)(𝜓𝑛,𝑗 − 𝜓𝑛,𝑗−1). As a re-

sult, if converging it requires fewer iterations compared to the L-scheme 
although the convergence is still linear. Nevertheless, this choice of 
the  function may lead to divergence of the scheme for larger time 
step sizes, as predicted in [10] and observed numerically in [1,19]. In 
an attempt to resolve this issue, a modified L-scheme was proposed 
in [19] that inherits the characteristics of both the L-scheme (except 
that it is using derivatives and the linear systems are not necessarily 
well conditioned) and the Picard scheme. The modified L-scheme ex-

hibits increased stability compared to the Picard scheme while retaining 
its speed. However, the modified L-scheme converges unconditionally 
under the additional restriction that 𝜓𝑛,0

ℎ
= 𝜓𝑛−1

ℎ
and the discrete time-

derivative (𝜓𝑛
ℎ
− 𝜓𝑛−1

ℎ
)∕𝜏 is in 𝐿∞(Ω). Since the objective of this paper 

is to start the linearization iterations with a stable scheme, and then 
switch to a quadratically converging scheme when its convergence can 
be guaranteed, the rest of the study will be with respect to the L-

scheme which is arguably the most stable among the schemes presented 
in Table 1 and the cheapest in terms of computing time per iteration 
(due to well-conditioned linear systems and not involving derivatives). 
Nonetheless, we remark that our methodology generalizes to all other 
linearly converging iterative methods.

Remark 2 (Generality of the results). Although the analysis of Section 3

primarily focuses on the switching between L-scheme and the New-

ton method, the same techniques can be directly extended to cover 
switching between the schemes in Table 1 and Newton. Moreover, the 
𝐿-adaptive strategy in Appendix A can be extended to the modified L-

scheme (see Table 1) to select the parameter 𝑀 > 0 adaptively.

2.3.2. Quadratically convergent scheme: the Newton method

The Newton method uses the first order Taylor series expansions of 
all the nonlinear functions in (1) to ensure quadratic rates of conver-

gence.

Definition 2.4 (The Newton method). Let 𝜓𝑛−1
ℎ

, 𝜓𝑛,0
ℎ

∈ 𝐿2(Ω) be given. 
Then the Newton method solves for the sequence {𝜓𝑛,𝑗

ℎ
}𝑗∈ℕ ⊂ 𝑉ℎ which 

satisfies for all iteration indices 𝑗 ∈ℕ, and 𝑣ℎ ∈ 𝑉ℎ
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Fig. 1. Flowchart of Adaptive switching algorithm between L-scheme and New-

ton’s method.

(𝜃′(𝜓𝑛,𝑗−1
ℎ

)(𝜓𝑛,𝑗

ℎ
−𝜓

𝑛,𝑗−1
ℎ

), 𝑣ℎ) + 𝜏(𝐾(𝜃(𝜓𝑛,𝑗−1
ℎ

))∇(𝜓𝑛,𝑗−1
ℎ

+ 𝑧),∇𝑣ℎ)

+ 𝜏
(
(𝐾◦𝜃)′(𝜓𝑛,𝑗−1

ℎ
)∇(𝜓𝑛,𝑗−1

ℎ
+ 𝑧)(𝜓𝑛,𝑗

ℎ
−𝜓

𝑛,𝑗−1
ℎ

),∇𝑣ℎ

)
= 𝜏(𝑓𝑛, 𝑣ℎ) − (𝜃(𝜓𝑛,𝑗−1

ℎ
) − 𝜃(𝜓𝑛−1

ℎ
), 𝑣ℎ).

(9)

However, this comes at the cost of decreased numerical stability as 
discussed in Section 1. In the next section we combine the L-scheme 
and the Newton method in a consistent manner in order to obtain a 
linearization strategy that is both stable and fast.

3. A posteriori estimate based adaptive switching between 
L-scheme and Newton

In this section, we develop the switching algorithm between L-

scheme and the Newton method using a posteriori error analysis 
(see Fig. 1). For comparing the errors between different linearization 
schemes we introduce a uniform notion of linearization errors 𝜂lin in 
Section 3.1 based on arguments in [31]. The idea behind the adaptive 
algorithm is to start with the L-scheme and derive an estimator 𝜂

𝐿→𝑁
in 

Section 3.2 that predicts from the 𝑗th and (𝑗 − 1)th iterate the lineariza-

tion error for the next iteration if done using the Newton scheme. If the 
error is predicted to decrease, then the iteration switches to Newton. 
Then another estimator 𝜂

𝑁→𝐿
is derived in Section 3.3 which predicts 

the linearization error of the next step of the Newton iteration. The al-

gorithm switches back to the L-scheme in case the error is predicted 
to increase. In fact, we go one step further in Appendix A and derive 
an estimator 𝜂

𝐿→𝐿
to predict if the L-scheme itself will converge and to 

tune the value of 𝐿 accordingly. Finally, the full algorithm is laid out in 
Section 3.4 based on these estimators.

3.1. Linearization errors and iteration-dependent energy norms

In [31] it is shown that the total numerical error corresponding to a 
finite element-based linearization scheme can be orthogonally decom-

posed into a discretization component and a linearization component 
if the errors are computed using an iteration-dependent energy norm 
(for linearly convergent schemes in Table 1 this is just the energy norm 
invoked by the symmetric bilinear form associated with the unknown 
𝜓

𝑛,𝑗

ℎ
in (7)). Here, we are only interested in the linearization compo-

nent which is defined as the difference between successive iterates in 
the aforementioned energy norm, i.e.,

𝜂
𝑗

lin ∶=
⦀⦀⦀𝜓𝑛,𝑗

ℎ
−𝜓

𝑛,𝑗−1
ℎ

⦀⦀⦀,𝜓
𝑛,𝑗−1
ℎ

, (10)

where ⦀⋅⦀,𝜓
𝑛,𝑗−1
ℎ

represents the particular 𝐻1 equivalent-norm defined 

using the iterate 𝜓𝑛,𝑗−1
ℎ

and associated with the linearization scheme 
denoted by . The fully computable estimator 𝜂𝑗lin encapsulates the en-

tirety of the linearization error, as shown in Section 5 of [31], and 
hence, will be used as its sole measure in the subsequent sections. We 
mention explicitly the energy norms of the two schemes that are dis-

cussed: With reference to Definition 2.3, the energy norm for L-scheme 
is defined as

⦀𝜉⦀
𝐿,𝜓

𝑛,𝑗−1
ℎ

∶=
⎛⎜⎜⎝∫ 𝐿𝜉2 + 𝜏

||||𝐾(𝜃(𝜓𝑛,𝑗−1
ℎ

))
1
2 ∇𝜉

||||2
⎞⎟⎟⎠
1
2

(11)
Ω
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for all 𝜉 ∈𝐻1
0 (Ω), and with reference to Definition 2.4 the norm for the 

Newton method is

⦀𝜉⦀
𝑁,𝜓

𝑛,𝑗−1
ℎ

∶=
⎛⎜⎜⎝∫Ω 𝜃′(𝜓𝑛,𝑗−1

ℎ
) 𝜉2 + 𝜏|𝐾(𝜃(𝜓𝑛,𝑗−1

ℎ
))

1
2 ∇𝜉|2⎞⎟⎟⎠

1
2

. (12)

3.2. L-scheme to Newton switching estimate

For some 𝑖 ∈ℕ, let the sequence {𝜓𝑛,𝑗

ℎ
}𝑖
𝑗=1 ⊂ 𝑉ℎ be obtained using the 

L-scheme (8), and in the (𝑖 + 1)th-iteration we want to test for switching 
to the Newton scheme. Let �̃�𝑛,𝑖+1

ℎ
∈ 𝑉ℎ be the solution of the Newton 

scheme (9) having 𝜓𝑛,𝑖
ℎ

as the previous iterate. In this section, we will 
assume the following:

Assumption 2 (Convection term is not dominant). For a given 𝑖 ∈ℕ, there 
exists a constant 𝐶𝑖

𝑁
∈ [0, 2) such that

𝜏|𝐾(𝜃(𝜓𝑛,𝑖
ℎ
))−

1
2 (𝐾◦𝜃)′(𝜓𝑛,𝑖

ℎ
)∇(𝜓𝑛,𝑖

ℎ
+ 𝑧)|2 ≤ (𝐶𝑖

𝑁
)2𝜃′(𝜓𝑛,𝑖

ℎ
), (13)

a.e. in Ω.

The assumption above is also required to show the coercivity of the 
linear problem (9) for 𝑗 = 𝑖 + 1, and hence, to show the existence of so-

lution �̃�𝑛,𝑖+1
ℎ

. Observe that, since 𝜓𝑛,𝑖
ℎ

is known, the constant 𝐶𝑖
𝑁

is fully 
computable. Additionally, it is smaller than 2 if the numerical flux is 
bounded, and 𝜏 is small. Notably, the estimate holds even in the degen-

erate case when 𝜃′(𝜓𝑛,𝑖
ℎ
) = 0, since the left-hand side has (𝜃′(𝜓𝑛,𝑖

ℎ
))2. To 

cover the degenerate case, we also introduce the concept of an equili-

brated flux.

Definition 3.1 (Equilibrated flux 𝝈𝑖
𝐿

for degenerate regions). For a pre-

determined 𝜖 > 0, let  𝑖,𝜖

deg ∶= {𝐾 ∈ ℎ ∶ inf 𝜃′(𝜓𝑛,𝑖
ℎ
) < 𝜖 in 𝐾}. Let Πℎ ∶

𝐿2(Ω) → 𝑝(ℎ) be the 𝑝 projection operator, i.e. (Πℎ𝑢, 𝑣ℎ) = (𝑢, 𝑣ℎ) for 
all 𝑢 ∈ 𝐿2(Ω) and 𝑣ℎ ∈ 𝑝(ℎ). Moreover, let 𝐑𝐓𝑝(ℎ) be the 𝑝th-order 
Raviart-Thomas space on ℎ, i.e., 𝝈 ∈𝐑𝐓𝑝(ℎ) implies 𝝈|𝐾 ∈ (𝑝(𝐾))𝑑 +
𝒙𝑝(𝐾) for all 𝐾 ∈ ℎ. Then, we define 𝝈𝑖

𝐿
∈𝐑𝐓𝑝(ℎ) ∩ 𝑯(div, Ω) as

∇ ⋅ 𝝈𝑖
𝐿
=

{ 1
𝜏
Πℎ(𝐿(𝜓

𝑛,𝑖
ℎ

−𝜓𝑛,𝑖−1
ℎ

) − (𝜃(𝜓𝑛,𝑖
ℎ
) − 𝜃(𝜓𝑛,𝑖−1

ℎ
))) in  𝑖,𝜖

deg,

0 otherwise .

(14)

We defer to Appendix B for discussions on how to compute 𝝈𝑖
𝐿

in 
practice. Then, we have the following result.

Proposition 1 (Error control of L-scheme to Newton switching step). For 
a given 𝜓𝑛,0

ℎ
, 𝜓𝑛−1

ℎ
∈ 𝑉ℎ, let {𝜓𝑛,𝑗

ℎ
}𝑖
𝑗=1 ⊂ 𝑉ℎ solve (8) for some 𝑖 ∈ ℕ. Let 

�̃�𝑛,𝑖+1
ℎ

∈ 𝑉ℎ be the solution of (9) with the previous iterate 𝜓𝑛,𝑖
ℎ

. Recall Defi-

nition 3.1. Then, under the Assumptions 1–2, one has

⦀⦀⦀�̃�𝑛,𝑖+1
ℎ

−𝜓𝑛,𝑖
ℎ

⦀⦀⦀𝑁,𝜓
𝑛,𝑖
ℎ

≤ 𝜂𝑖
𝐿→𝑁

,

where,

𝜂𝑖
𝐿→𝑁

∶= 2
2−𝐶𝑖

𝑁

([
𝜂𝑖,poten
𝐿→𝑁

]2
+ 𝜏

[
𝜂𝑖,f lux
𝐿→𝑁

]2) 1
2

with

𝜂𝑖,poten
𝐿→𝑁

∶=
‖‖‖‖𝜃′(𝜓𝑛,𝑖

ℎ
)−

1
2
(
𝐿
(
𝜓𝑛,𝑖

ℎ
−𝜓𝑛,𝑖−1

ℎ

)
−
(
𝜃(𝜓𝑛,𝑖

ℎ
) − 𝜃(𝜓𝑛,𝑖−1

ℎ
)
))‖‖‖‖ℎ⧵ 𝑖,𝜖

deg

,

𝜂𝑖,f lux
𝐿→𝑁

∶=
‖‖‖𝐾(𝜃(𝜓𝑛,𝑖

ℎ
))−

1
2
[(

𝐾(𝜃(𝜓𝑛,𝑖
ℎ
)) −𝐾(𝜃(𝜓𝑛,𝑖−1

ℎ
))
)
∇
(
𝜓𝑛,𝑖

ℎ
+ 𝑧

)
+ 𝝈𝑖

𝐿

]‖‖‖ .
‖ ‖
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Proof. Observe from (9) that 𝛿𝜓𝑖+1
ℎ

∶= �̃�𝑛,𝑖+1
ℎ

−𝜓𝑛,𝑖
ℎ

∈ 𝑉ℎ satisfies

(𝜃′(𝜓𝑛,𝑖
ℎ
)𝛿𝜓𝑖+1

ℎ
, 𝑣ℎ) + 𝜏(𝐾(𝜃(𝜓𝑛,𝑖

ℎ
))∇𝛿𝜓𝑖+1

ℎ
,∇𝑣ℎ)

+ 𝜏
(
(𝐾◦𝜃)′(𝜓𝑛,𝑖

ℎ
)∇(𝜓𝑛,𝑖

ℎ
+ 𝑧)𝛿𝜓𝑖+1

ℎ
,∇𝑣ℎ

)
= 𝜏(𝑓𝑛, 𝑣ℎ) − (𝜃(𝜓𝑛,𝑖

ℎ
) − 𝜃(𝜓𝑛−1

ℎ
), 𝑣ℎ) − 𝜏(𝐾(𝜃(𝜓𝑛,𝑖

ℎ
))∇(𝜓𝑛,𝑖

ℎ
+ 𝑧),∇𝑣ℎ),

(15)

for all 𝑣ℎ ∈ 𝑉ℎ. Inserting the test function 𝑣ℎ = 𝛿𝜓𝑖+1
ℎ

in (15), one has

⦀⦀⦀𝛿𝜓𝑖+1
ℎ

⦀⦀⦀2𝑁,𝜓
𝑛,𝑖
ℎ

(12)
= ∫

Ω

(
𝜃′(𝜓𝑛,𝑖

ℎ
)|𝛿𝜓𝑖+1

ℎ
|2 + 𝜏|𝐾(𝜃(𝜓𝑛,𝑖

ℎ
))

1
2 ∇𝛿𝜓𝑖+1

ℎ
|2)

(15)
= −𝜏

(
(𝐾◦𝜃)′(𝜓𝑛,𝑖

ℎ
)∇(𝜓𝑛,𝑖

ℎ
+ 𝑧)𝛿𝜓𝑖+1

ℎ
,∇𝛿𝜓𝑖+1

ℎ

)
⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟

=∶𝑇1

+ 𝜏(𝑓𝑛, 𝛿𝜓𝑖+1
ℎ

) − (𝜃(𝜓𝑛,𝑖

ℎ
) − 𝜃(𝜓𝑛−1

ℎ
), 𝛿𝜓𝑖+1

ℎ
) − 𝜏(𝐾(𝜃(𝜓𝑛,𝑖

ℎ
))∇(𝜓𝑛,𝑖

ℎ
+ 𝑧),∇𝛿𝜓𝑖+1

ℎ
)

⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏟
=∶𝑇2

.

(16a)

Calling 𝝈𝑖 = (𝐾◦𝜃)′(𝜓𝑛,𝑖
ℎ
)∇(𝜓𝑛,𝑖

ℎ
+ 𝑧) for brevity, we estimate that

𝑇1 ∶= −𝜏(𝝈𝑖𝛿𝜓𝑖+1
ℎ

,∇𝛿𝜓𝑖+1
ℎ

)

≤
⎛⎜⎜⎝𝜏 ∫Ω |𝐾(𝜃(𝜓𝑛,𝑖

ℎ
))−

1
2 𝝈𝑖|2(𝛿𝜓𝑖+1

ℎ
)2
⎞⎟⎟⎠
1
2 ⎛⎜⎜⎝𝜏 ∫Ω |𝐾(𝜃(𝜓𝑛,𝑖

ℎ
))

1
2 ∇𝛿𝜓𝑖+1

ℎ
|2⎞⎟⎟⎠

1
2

(13)≤ 𝐶𝑖
𝑁

⎛⎜⎜⎝∫Ω 𝜃′(𝜓𝑛,𝑖
ℎ
)(𝛿𝜓𝑖+1

ℎ
)2
⎞⎟⎟⎠
1
2 ⎛⎜⎜⎝𝜏 ∫Ω |𝐾(𝜃(𝜓𝑛,𝑖

ℎ
))

1
2 ∇𝛿𝜓𝑖+1

ℎ
|2⎞⎟⎟⎠

1
2

≤ 𝐶𝑖
𝑁

2 ∫
Ω

(
𝜃′(𝜓𝑛,𝑖

ℎ
)|𝛿𝜓𝑖+1

ℎ
|2 + 𝜏|𝐾(𝜃(𝜓𝑛,𝑖

ℎ
))

1
2 ∇𝛿𝜓𝑖+1

ℎ
|2)

=
𝐶𝑖

𝑁

2
⦀⦀⦀𝛿𝜓𝑖+1

ℎ

⦀⦀⦀2𝑁,𝜓
𝑛,𝑖
ℎ

. (16b)

For estimating the last term, we observe from the divergence theorem 
that

− (𝝈𝑖
𝐿
,∇𝛿𝜓𝑖+1

ℎ
) = (∇ ⋅ 𝝈𝑖

𝐿
, 𝛿𝜓𝑖+1

ℎ
)

(14)
= 1

𝜏
(Πℎ(𝐿(𝜓

𝑛,𝑖
ℎ

−𝜓𝑛,𝑖−1
ℎ

) − (𝜃(𝜓𝑛,𝑖
ℎ
) − 𝜃(𝜓𝑛,𝑖−1

ℎ
))), 𝛿𝜓𝑖+1

ℎ
) 𝑖,𝜖

deg

= 1
𝜏
(𝐿(𝜓𝑛,𝑖

ℎ
−𝜓𝑛,𝑖−1

ℎ
) − (𝜃(𝜓𝑛,𝑖

ℎ
) − 𝜃(𝜓𝑛,𝑖−1

ℎ
)), 𝛿𝜓𝑖+1

ℎ
) 𝑖,𝜖

deg

The last equality follows from the definition of the projection operator 
Πℎ and 𝛿𝜓𝑖+1

ℎ
∈ 𝑉ℎ ⊂ 𝑝(ℎ). Using this result, along with (8) and 𝛿𝜓𝑖+1

ℎ
∈

𝑉ℎ, one has

𝑇2 ∶= 𝜏(𝑓𝑛, 𝛿𝜓𝑖+1
ℎ

) − (𝜃(𝜓𝑛,𝑖
ℎ
) − 𝜃(𝜓𝑛−1

ℎ
), 𝛿𝜓𝑖+1

ℎ
) − 𝜏(𝐾(𝜃(𝜓𝑛,𝑖

ℎ
))∇𝜓𝑖

ℎ
,∇𝛿𝜓𝑖+1

ℎ
)

(8)
= (𝐿(𝜓𝑛,𝑖

ℎ
−𝜓𝑛,𝑖−1

ℎ
) − (𝜃(𝜓𝑛,𝑖

ℎ
) − 𝜃(𝜓𝑛,𝑖−1

ℎ
)), 𝛿𝜓𝑖+1

ℎ
)

− 𝜏((𝐾(𝜃(𝜓𝑛,𝑖
ℎ
)) −𝐾(𝜃(𝜓𝑛,𝑖−1

ℎ
)))∇(𝜓𝑛,𝑖

ℎ
+ 𝑧),∇𝛿𝜓𝑖+1

ℎ
)

= (𝐿(𝜓𝑛,𝑖
ℎ

−𝜓𝑛,𝑖−1
ℎ

) − (𝜃(𝜓𝑛,𝑖
ℎ
) − 𝜃(𝜓𝑛,𝑖−1

ℎ
)), 𝛿𝜓𝑖+1

ℎ
) + 𝜏(𝝈𝑖

𝐿
,∇𝛿𝜓𝑖+1

ℎ
)

− 𝜏((𝐾(𝜃(𝜓𝑛,𝑖
ℎ
)) −𝐾(𝜃(𝜓𝑛,𝑖−1

ℎ
)))∇(𝜓𝑛,𝑖

ℎ
+ 𝑧) + 𝝈𝑖

𝐿
,∇𝛿𝜓𝑖+1

ℎ
)

= (𝐿(𝜓𝑛,𝑖
ℎ

−𝜓𝑛,𝑖−1
ℎ

) − (𝜃(𝜓𝑛,𝑖
ℎ
) − 𝜃(𝜓𝑛,𝑖−1

ℎ
)), 𝛿𝜓𝑖+1

ℎ
)ℎ⧵ 𝑖,𝜖

deg

− 𝜏((𝐾(𝜃(𝜓𝑛,𝑖
ℎ
)) −𝐾(𝜃(𝜓𝑛,𝑖−1

ℎ
)))∇(𝜓𝑛,𝑖

ℎ
+ 𝑧) + 𝝈𝑖

𝐿
,∇𝛿𝜓𝑖+1

ℎ
)

(14)≤ (𝜃′(𝜓𝑛,𝑖
ℎ
)−

1
2 (𝐿(𝜓𝑛,𝑖

ℎ
−𝜓𝑛,𝑖−1

ℎ
) − (𝜃(𝜓𝑛,𝑖

ℎ
) − 𝜃(𝜓𝑛,𝑖−1

ℎ
))),

𝜃′(𝜓𝑛,𝑖
ℎ
)
1
2 𝛿𝜓𝑖+1

ℎ
)ℎ⧵ 𝑖,𝜖

deg
+ 𝜏[𝜂𝑖,f lux

𝐿→𝑁
]‖𝐾(𝜓𝑛,𝑖

ℎ
)
1
2 ∇𝛿𝜓𝑖+1

ℎ
‖

≤ [𝜂𝑖,poten
𝐿→𝑁

] ⋅ ‖𝜃′(𝜓𝑛,𝑖
ℎ
)
1
2 𝛿𝜓𝑖+1

ℎ
‖+√𝜏 [𝜂𝑖,f lux

𝐿→𝑁
] ⋅
√

𝜏‖𝐾(𝜓𝑛,𝑖
ℎ
)
1
2 ∇𝛿𝜓𝑖+1

ℎ
‖.
(16c)
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mbining (16), using the Cauchy-Schwarz inequality along with the 
finition of 𝜂𝑖

𝐿→𝑁
, one has the estimate. □

. Newton to L-scheme switching estimate

Assuming that the L-scheme converges unconditionally, after switch-

 to Newton we would want to switch back to the L-scheme only 
linearization error of the Newton scheme increases with iterations. 

ilar to before, we can estimate if this is going to happen in the 
1)th-step, purely from the iterates up to the 𝑖th-step. For this pur-

se, we introduce another equilibrated flux.

finition 3.2 (Equilibrated flux 𝝈𝑖
𝑁

for degenerate regions (Newton 
eme)). Recalling Definition 3.1, we define 𝝈𝑖

𝑁
∈𝐑𝐓𝑝(ℎ) ∩ 𝑯(div, Ω)

𝝈𝑖
𝑁
=

{ 1
𝜏
Πℎ(𝜃′(𝜓

𝑛,𝑖
ℎ
)(𝜓𝑛,𝑖

ℎ
−𝜓𝑛,𝑖−1

ℎ
) − (𝜃(𝜓𝑛,𝑖

ℎ
) − 𝜃(𝜓𝑛,𝑖−1

ℎ
))) in  𝑖,𝜖

deg,

0 otherwise.

(17)

The corresponding result mirroring Proposition 1 is

oposition 2 (Error control of Newton to Newton step). For a given 
,0, 𝜓𝑛−1

ℎ
∈ 𝑉ℎ, let {𝜓𝑛,𝑗

ℎ
}𝑖+1
𝑗=1 ⊂ 𝑉ℎ solve (9) for some 𝑖 ∈ ℕ. Then, under 

sumptions 1–2, one has

𝑛,𝑖+1
ℎ

−𝜓𝑛,𝑖
ℎ

⦀⦀⦀𝑁,𝜓
𝑛,𝑖
ℎ

≤ 𝜂𝑖
𝑁→𝐿

,

ere

𝐿
∶= 2

(2−𝐶𝑖
𝑁
)

(
[𝜂𝑖,poten

𝑁→𝐿
]2 + 𝜏[𝜂𝑖,f lux

𝑁→𝐿
]2
) 1

2

h

oten
𝐿

∶=‖𝜃′(𝜓𝑛,𝑖
ℎ
)−

1
2 (𝜃′(𝜓𝑛,𝑖−1

ℎ
)(𝜓𝑛,𝑖

ℎ
−𝜓𝑛,𝑖−1

ℎ
)

− (𝜃(𝜓𝑛,𝑖
ℎ
) − 𝜃(𝜓𝑛,𝑖−1

ℎ
)))‖ℎ⧵ 𝑖,𝜖

deg
,

,f lux
→𝐿

∶=

‖‖‖‖‖‖‖‖‖

[
(𝐾(𝜃(𝜓𝑛,𝑖

ℎ
)) −𝐾(𝜃(𝜓𝑛,𝑖−1

ℎ
)))∇(𝜓𝑛,𝑖

ℎ
+ 𝑧)

−(𝐾◦𝜃)′(𝜓𝑛,𝑖−1
ℎ

)(𝜓𝑛,𝑖
ℎ

−𝜓𝑛,𝑖−1
ℎ

)∇(𝜓𝑛,𝑖−1
ℎ

+ 𝑧))
]
𝐾(𝜃(𝜓𝑛,𝑖

ℎ
))−

1
2

+𝐾(𝜃(𝜓𝑛,𝑖
ℎ
))−

1
2 𝝈𝑖

𝑁

‖‖‖‖‖‖‖‖‖
.

The proof is identical to the proof of Proposition 1 and hence is left 
 the avid reader.

mark 3 (Effectivity of the estimators 𝜂𝑖
𝐿→𝑁

and 𝜂𝑖
𝑁→𝐿

). The estimators 

𝑁
and 𝜂𝑖

𝑁→𝐿
predict the linearization error 𝜂𝑖+1lin of the (𝑖 +1)th iteration 

one using the Newton scheme (9). In the cases where the iteration 
done indeed using the Newton scheme, the sharpness of the estimate 
 be measured using the effectivity index, i.e., if (𝑖 + 1)th iteration is 

wton then

. Ind.)𝑖 ∶=

{
𝜂𝑖
𝐿→𝑁

∕𝜂𝑖+1lin if 𝑖th iteration is L-scheme,

𝜂𝑖
𝑁→𝐿

∕𝜂𝑖+1lin if 𝑖th iteration is Newton.
(18)

serve that it is always greater than 1 due to Propositions 1 and 2

d an effectivity index close to 1 implies a sharp estimate. The estima-

s are expected to be quite accurate since mainly the Cauchy-Schwarz 
quality is used to derive them, except for estimate (16b) where the 
m 𝑇1 is bounded above using the global approximation in Assump-

n 2. This expected sharpness is shown to be the case through the 
merical experiments of Section 4, see in particular Figs. 5 and 8.

. A-posteriori estimate based adaptive linearization algorithm

With the above estimates in mind, we propose a switching algo-

hm between the L-scheme and the Newton method. The linearization 
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scheme used at iteration 𝑗 = 𝑖 + 1 should be Newton if the linearization 
error, predicted by the estimators 𝜂𝑖

𝐿→𝑁
and 𝜂𝑖

𝑁→𝐿
, is smaller than the 

linearization error 𝜂𝑖lin of the 𝑖th step, see (10). However, to optimize the 
algorithm we take a few numerical considerations into account first.

3.4.1. Computational considerations

To speed up the computations of this switching criteria, we make a 
few more reductions

• [Equilibrated flux] If the saturated domain is much smaller than 
the unsaturated domain, then we take 𝝈𝑖

𝐿
= 𝝈𝑖

𝑁
= 0. Through a nu-

merical example it is shown in Section 4.4 that this does not change 
the number of iterations required by the algorithm.

• [Switching condition] The condition 𝜂𝑖
𝐿→𝑁

≤ 𝜂𝑖lin might be diffi-

cult to satisfy if the estimators are not sharp (see Remark 3), and 
even when it is satisfied it might require large values of 𝑖. Hence, 
to expedite the switching between L-scheme and Newton, we will 
use the criteria 𝜂𝑖

𝐿→𝑁
< 𝐶tol 𝜂

𝑖
lin for a constant 𝐶tol > 1.

3.4.2. Adaptive linearization algorithm

Under these considerations we propose the following adaptive algo-

rithm:

Algorithm 1 L-scheme/Newton a-posteriori switching.

Require: 𝝍𝑛,0 ∈𝐿2(Ω) as initial guess.

Ensure: Scheme= L-scheme , 𝐶tol = 1.5
for i=1,2,.. do

if Scheme= L-scheme then

Compute iterate using L-scheme , i.e., (8)

if 𝐶𝑖
𝑁
≥ 2 − tolerance then continue.

else if 𝜂𝑖

𝐿→𝑁
≤ 𝐶tol𝜂

𝑖
lin then

Set Scheme= Newton

else

Compute iterate using Newton , i.e., (9)

if 𝜂𝑖

𝑁→𝐿
> 𝜂𝑖

lin then

Set Scheme= L-scheme

Remark 4 (Combining L-scheme adaptivity). In Appendix A, we further 
propose an algorithm to adaptively select 𝐿 in order to expedite the 
convergence of the L-scheme. This can directly be implemented in con-

junction to Algorithm 1 to improve the convergence speed of the com-

posite scheme. Nevertheless, we have refrained from combining these 
schemes for the ease of presentation.

Remark 5 (Computational cost of the estimators). In the non-degenerate 
case, the quantities 𝐶𝑖

𝑁
, 𝜂𝑖

𝐿→𝑁
and 𝜂𝑖

𝑁→𝐿
, can be directly computed from 

the iterates 𝜓𝑛,𝑖
ℎ

and 𝜓𝑛,𝑖−1
ℎ

by inserting 𝝈𝑖
𝐿
= 𝝈𝑖

𝑁
= 0, see Propositions 1

and 2. Hence, the cost of computing the estimators is small in com-

parison to the cost of the iterations. Since the L-scheme iterations are 
less expensive than the Newton iterations, the L/N scheme generally 
performs better or similarly to the Newton scheme time-wise. This is ev-

ident from the numerical experiments, e.g. see Fig. 3b. In the degenerate 
case, global computation are required for computing 𝝈𝑖

𝐿
and 𝝈𝑖

𝑁
if they 

are used. We discuss the computation of these equilibrated fluxes in Ap-

pendix B and their computation can be made relatively inexpensive by 
precomputing the associated stiffness matrices. The computational cost 
for the estimators can be reduced even further by evaluating them only 
for selected iterations. Nevertheless, we do not pursue this option for 
the sake of simplicity.

4. Numerical results

In this section, we perform several numerical examples that demon-

strate the robustness and efficiency of the proposed algorithm for 
switching between Newton’s method and the L-scheme. This is done 
through careful comparison between the switching algorithm, hereafter 
160
Table 2

Parameter values for all test cases. The parameters are presented in column 
format, where each column corresponds to the parameters for the specified test 
case.

Parameters Test case 1 Test case 2 Test case 3 Test case 4

van Genuchten-Mualem

𝜃𝑅 0.026 0.026 0.131

𝜃𝑆 0.42 0.42 0.396

𝐾𝑆 0.12 0.12 4.96 ⋅ 10−2

𝛼 0.551 0.95 0.423

𝑛 2.9 2.9 2.06

L-scheme

𝐿1 0.1 0.15 3.501 ⋅ 10−3 0.25

𝐿2 =𝐿𝜃 0.136 0.2341 4.501 ⋅ 10−3 0.33

called the L/N-scheme, the standard Newton method and the L-scheme. 
It is important to note that the L-scheme includes a tuning parameter 
that significantly affects the performance of the method. As a remedy, 
we choose two different values, 𝐿1 and 𝐿2 in the performance compari-

son. Here, 𝐿1 is a quasi-optimal choice of tuning parameter and will be 
defined for each specific subproblem, see Table 2, and 𝐿2 = sup

{
𝜃′ (𝜓)

}
. 

For the L/N-scheme, 𝐿1 is always chosen for the L-scheme iterations. 
The linear systems arising from the linearization schemes are solved 
using a direct solver.

To measure the performance of each separate method, we examine 
both the number of iterations and computational time that they require 
to satisfy the stopping criterion⦀⦀⦀𝜓𝑛,𝑗

ℎ
−𝜓

𝑛,𝑗−1
ℎ

⦀⦀⦀,𝜓
𝑛,𝑗−1
ℎ

< 10−7,

where ⦀⋅⦀,𝜓
𝑛,𝑗−1
ℎ

is the iteration and linearization-dependent energy 
norm for the pressure head, with  ∈ {𝐿, 𝑁}. Here, the computational 
time covers the entire simulations and all experiments were performed 
on an Acer Swift 3, with an Intel core i7-1165G7-processor.

In total, four different test cases for the numerical experiments are 
considered:

• Test case 1: The first test case is taken from [35], although it is 
modified in the sense that we disregard surfactant transport. Here, 
the flow is always partially saturated.

• Test case 2: The second test case can be found in [1], and it consid-

ers extraction/injection above the water table.

• Test case 3: The third test case is a known problem that is studied 
in [1,36–38]. Here, a time-dependent Dirichlet boundary condition 
is used to describe the recharge of a groundwater reservoir from a 
drainage trench.

• Test case 4: The final test case considers a heterogeneous and 
anisotropic medium, it is also found in [30].

For the first three test cases, the van Genuchten-Mualem parametri-

zation [33] is used to describe the relation between the saturation, the 
pressure head and the permeability,

𝜃(𝜓) =
⎧⎪⎨⎪⎩
𝜃𝑅 + (𝜃𝑆 − 𝜃𝑅)

[
1

1+(−𝛼𝜓)𝑛

] 𝑛−1
𝑛

, 𝜓 ≤ 0,

𝜃𝑆 , 𝜓 > 0,

𝐾(Θ(𝜓)) =
⎧⎪⎨⎪⎩
𝐾𝑠 (Θ(𝜓))

1
2

[
1 −

(
1 −Θ(𝜓)

𝑛
𝑛−1
) 𝑛−1

𝑛

]2

, 𝜓 ≤ 0,

𝐾𝑠, 𝜓 > 0.

(19)

Here,

Θ(𝜓) =
𝜃(𝜓) − 𝜃𝑅
𝜃𝑆 − 𝜃𝑅

,

with 𝜃𝑆 and 𝜃𝑅 being the water volume and the residual water content 
respectively, 𝐾𝑠 the hydraulic conductivity of the fully saturated porous 
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Fig. 2. Test case 1 - Strictly unsaturated medium.
medium, and 𝛼 and 𝑛 soil related parameters. In the last test case we 
use a parameterization similar to the Brooks-Corey model [32],

𝐾(𝒙, 𝜃) = �̄�(𝒙)𝜃3, 𝜃(𝜓) =

{
(2 −𝜓)−

1
3 , if 𝜓 < 1,

1, if 𝜓 ≥ 1,
(20)

where �̄�(𝒙) is defined in (21). Assumption 2, i.e. the convection term 
being non-dominant, holds in all the examples. For the last three test 
cases the degenerate domain is nonempty,  𝑖,𝜖

𝑑𝑒𝑔
≠ ∅. In practice the 

switching between linearization techniques is successful even without 
the computation of the equilibrated fluxes. Therefore we only compute 
the equilibriated flux in example 4, despite the switching mechanism 
working equally both with and without the flux.

In all of the test-cases, triangular linear conforming finite elements 
with mesh diameter ℎ are applied together with the implicit Euler time-

discretization with time step size 𝜏 , as described in Sections 2.1 and 2.2. 
The mesh diameter ℎ and time step size 𝜏 vary between the different ex-

periments and will be specified for each individual experiment. We note 
that the numerical experiments are expected to perform equivalently for 
other spatial discretization methods such as the Raviart-Thomas mixed 
finite elements or discontinuous Galerkin finite elements.

The finite element implementation is Python based and uses the sim-

ulation toolbox PorePy [39] for grid management and pyFreeFem [40]

for the computation of the equilibriated fluxes. Unless it is stated, the 
default number of CPUs used is 8. It is available for download at https://

github .com /MrShuffle /RichardsEquation /releases /tag /v1 .0 .1.

4.1. Test case 1 - strictly unsaturated medium

In this test case, we consider a strictly unsaturated porous medium, 
and use the van Genuchten-Mualem parametrization that is described 
by parameters from Table 2. The test case is heavily inspired by [35], 
and the domain is given by Ω =Ω1 ∪Ω2, where Ω1 = [0, 1] × [0, 1∕4] and 
Ω2 = [0, 1] × (1∕4, 1]. We consider the time interval [0, 𝑇 ], where 𝑇 = 𝜏

varies with choice of time step size 𝜏 , as we only take one time step. As 
initial condition, we choose the pressure head

𝝍0(𝑥, 𝑧) =

{
−𝑧− 1∕4 (𝑥, 𝑧) ∈ Ω1

−4 (𝑥, 𝑧) ∈ Ω2,

where 𝑥 represents the positional variable in the horizontal direction 
and 𝑧 in the vertical direction. A Dirichlet boundary condition is im-

posed at the top boundary that complies with the initial condition. For 
the rest of the boundary no-flow boundary conditions are used, and the 
following source term is applied
161
𝑓 (𝑥, 𝑧) =
⎧⎪⎨⎪⎩
0 (𝑥, 𝑧) ∈ Ω1

0.06cos
(
4
3𝜋(𝑧)

)
sin (𝑥) (𝑥, 𝑧) ∈ Ω2.

The solution after one time step with time step size 𝜏 = 1, is given in 
Fig. 2a.

4.1.1. Comparison of convergence properties

Here, we discuss the performance and convergence properties of the 
newly proposed L/N-scheme and compare it to the Newton method and 
the L-scheme. In Fig. 3a, the number of iterations for different choices 
of the mesh size parameters, with time step size 𝜏 = 0.01 are presented. 
As expected the L-scheme is robust and converges in each scenario, for 
both 𝐿1 and 𝐿2. Newton’s method, however, only converges for suf-

ficiently coarse meshes. Yet, when converging, it converges in fewer 
iterations than the L-scheme. Finally, the hybrid L/N method converges 
in as few if not fewer iterations as the Newton method (when it con-

verges) and converges robustly, and in far fewer iterations than the 
L-scheme for the other mesh sizes.

Furthermore, a similar experiment is performed for a fixed mesh 
size ℎ =

√
2∕40, and varying time step sizes, see Fig. 4a. For larger time 

step sizes the Newton method diverges, while the other methods con-

verge robustly. Again the L/N-scheme converges with the performance 
expected of Newton’s method, in addition to being as robust as the 
L-scheme. We highlight the enormous difference in the number of iter-

ations for the largest time step size 𝜏 = 1 in Fig. 4a.

Then, the performance of the linearization schemes is compared in 
terms of computational time, cf. Fig. 3b and Fig. 4b. One can observe 
virtually the same performance for the hybrid method as for Newton’s 
method when the latter converges. The former in fact is sometimes 
slightly faster, due to each L-scheme iteration being slightly less ex-

pensive than a Newton iteration, see Remark 6. In addition, the hybrid 
method continues to show the same performance for the cases in which 
Newton’s method does not converge. Finally, Fig. 3b shows that, for 
all meshes, the computational time of the L-schemes is consistent with 
the reported numbers of iterations in Fig. 3a with 𝐿1 being the fastest. 
Although it uses more than double the computational time of the L/N-

scheme.

Overall, the newly proposed L/N-scheme shows the best perfor-

mance. It is as fast as Newton’s method when it converges, and is 
significantly more robust.

Remark 6 (Computational time per iteration). It is known that condi-

tion numbers for matrices coming from systems linearized by Newton’s 
method are higher than for those linearized by the L-scheme [1]. There-

fore, each iteration of Newton’s method, when implemented without 
preconditioning, takes more time than each L-scheme iteration.

https://github.com/MrShuffle/RichardsEquation/releases/tag/v1.0.1
https://github.com/MrShuffle/RichardsEquation/releases/tag/v1.0.1
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Fig. 3. Test case 1 - Strictly unsaturated medium: Performance metrics for all linearization schemes for fixed 𝜏 = 0.01 and varying mesh size.

Fig. 4. Test case 1 - Strictly unsaturated medium: Performance comparison for all of the linearization schemes for different time step sizes and fixed mesh size 
ℎ =

√
2∕40.
Remark 7 (Computational time for the coarsest mesh). The computational 
times of the coarsest meshes are omitted due to the use of multiprocess-

ing in the implementations. This causes the most time consuming part 
to be the spawn process of the local assembly on each element. As a re-

sult, the computational times for the coarsest meshes are very similar 
for all the linearization methods.

4.1.2. Switching characteristics

Finally, the dynamic switch between the L-scheme and Newton’s 
method is inspected in further detail. In Fig. 5, the evolution of the 
indicators for the switch is displayed for a fixed mesh and time step 
size. The example particularly demonstrates the ability of the hybrid 
method to switch back and forth between both linearizations before 
switching fully to Newton. In addition, the final number of L-scheme 
162
iterations is kept at its minimum. The plot also shows the effectivity 
indices introduced in (18) and discussed in Remark 3. The effectivity 
index is greater than 1 in all cases, which validates Propositions 1 and 2

and it stays between 1.27 to 2.3, implying that the estimators 𝜂𝑖
𝐿→𝑁

and 
𝜂𝑖
𝑁→𝐿

are sharp.

4.2. Test case 2 - variably saturated medium

The example parameters are as in Table 2, Test case 2. We consider 
a variably saturated medium, Ω = Ω𝑔𝑤 ∪ Ω𝑣𝑎𝑑 , where the groundwater 
zone is Ω𝑔𝑤 = [0, 1] × [0, 1∕4) and a vadose zone is Ω𝑣𝑎𝑑 = [0, 1] × [1∕4, 1]. 
Here, we consider the time interval [0, 𝑇 ], where 𝑇 = 0.01 and we only 
take one time step with 𝜏 = 0.01. As initial condition, we choose the 
pressure head
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Fig. 5. Test case 1 - Strictly unsaturated medium: Evolution of switching indicators for the L/N-scheme and efficiency indices (18) for the Newton iterations (see 
Remark 3). Here, the mesh size is ℎ =

√
2∕80 and time step size 𝜏 = 0.01.

Fig. 6. Test case 2 - Variably saturated medium.
𝝍0(𝑥, 𝑧) =

{
−𝑧+ 1∕4 (𝑥, 𝑧) ∈ Ω𝑔𝑤

−3 (𝑥, 𝑧) ∈ Ω𝑣𝑎𝑑 ,

where 𝑥 represents the positional variable in the horizontal direction 
and 𝑧 in the vertical direction. On the surface a constant Dirichlet 
boundary condition is imposed, being equal to the initial condition at 
all times. For the rest of the boundary no-flow boundary conditions are 
used. We apply the following source term

𝑓 (𝑥, 𝑧) =
⎧⎪⎨⎪⎩
0 (𝑥, 𝑧) ∈ Ω𝑔𝑤

0.006cos
(
4
3𝜋(𝑧− 1)

)
sin (2𝜋𝑥) (𝑥, 𝑧) ∈ Ω𝑣𝑎𝑑 .

After one time step the pressure head profile is given in Fig. 6.

4.2.1. Comparison of convergence properties

The iteration count for the second test case for different mesh 
sizes and fixed time step for all linearization schemes is illustrated in 
Fig. 7a. Again the L-scheme converges in every case. However, New-

ton’s method does not converge for any mesh size. The hybrid method 
needs the fewest number of iterations, which shows that the dynamic 
switch is successful.

The CPU time performance of the linearization schemes is com-

pared in Fig. 7b. Both versions of the L-scheme take computational
163
times consistent with the number of iterations, with the simulations 
with the parameter 𝐿1 being less expensive. However, the L-scheme 
(using 𝐿1) requires approximately 373% of the computational time of 
the hybrid method including the computation of the switching indica-

tors. In addition, the benefit of a few additional L-scheme iterations 
further decreases the computational time of the hybrid method.

4.2.2. Switching characteristics

We also give a more in-depth look to the dynamic switch between 
the Newton’s method and the L-scheme. In Fig. 8, the evolution of the 
switching indicators is shown for a fixed time step and a fixed mesh 
size. After 8 L-scheme iterations the switching indicator 𝜂

𝐿→𝑁
becomes 

lower than 𝐶tol and then Newton’s method converges. From Fig. 7a 
the number of L-scheme iterations required before the switching indi-

cator becomes small enough to switch to Newton’s method varies with 
the mesh size. Note that for the coarsest mesh no switch to Newton’s 
method happens. This is due to 𝜂

𝐿→𝑁
∕𝜂𝑖

𝑙𝑖𝑛
approaching 𝐶𝑡𝑜𝑙 , but never 

becoming smaller.

4.3. Test case 3 - recharge of a groundwater reservoir

Here, we consider a known problem [38], also used e.g. in [1], 
which models the recharge of a groundwater reservoir from a drainage 
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Fig. 7. Test case 2 - Variably saturated medium: Performance metrics for all linearization schemes for fixed 𝜏 = 0.01 and varying mesh size.
Fig. 8. Test case 2 - Variably saturated medium: Evolution of switching indi-

cators for L/N-scheme for fixed ℎ =
√
2∕50 and 𝜏 = 0.01. The dashed line is 

𝐶tol = 1.5, the switching criterion from L-scheme to Newton’s method. The ef-

fectivity indices (18) corresponding to the Newton iterations are also plotted 
and they remain below 2.8.

trench in two spatial dimensions. The domain Ω ⊂ℝ2 represents a ver-

tical segment of the subsurface. One portion of the right side of the 
domain is fixed by a constant Dirichlet boundary condition. A time-

dependent Dirichlet boundary condition on parts of the upper boundary 
is used to mimic the drainage trench. No-flow conditions are utilized on 
the remaining parts of the boundary. The used parameters are given in 
Table 2 Test case 3, corresponding to silt loam. The geometry is given by

Ω= [0,2] × [0,3],

Γ𝐷1
= [0,1] × (3),

Γ𝐷2
= (2) × [0,1],

Γ𝑁 =Ω∖
{
Γ𝐷1

∪ Γ𝐷2

}
,

and the initial pressure head distribution and boundary conditions are

𝜓(0, 𝑥, 𝑧) = 1 − 𝑧

𝜓(𝑡, 𝑥, 𝑧) =
⎧⎪⎨⎪⎩
−2 + 35.2𝑡, if 𝑡 ≤ 1

16 , on Γ𝐷1
,

0.2, if 𝑡 >
1
16 , on Γ𝐷1

,

1 − 𝑧, on Γ𝐷2
,

−𝐾(𝜃(𝜓(𝑡, 𝑥, 𝑧)))∇(𝜓(𝑡, 𝑥, 𝑧) + 𝑧) ⋅ 𝝂 = 0, on Γ𝑁,
164
Table 3

Test case 3 - Recharge of a groundwater reservoir: Average 
number of iterations per time step, total number of iterations 
and computational time for 2501 nodes.

No. Itr CPU time [s]

𝐿1 274 6136

𝐿2 330 7356

Newton 39 980

L/N (10/30) 1021

where 𝝂 is the outward normal vector. The solution is computed over 9 
timesteps, where the time unit is in days, with time step size 𝜏 = 1∕48
and with a regular mesh consisting of 2501 nodes. The pressure head 
and saturation profile at the final time for the L/N-scheme is shown in 
Fig. 9.

4.3.1. Comparison of convergence properties

The performance of all schemes for test case 3 is displayed in Ta-

ble 3. All schemes converge for this example. The Newton method 
requires the least amount of iterations. However, the hybrid method 
only needs one more iteration. Both uses significantly less iterations 
than the L-schemes. For all time steps except one, only one L-scheme it-
eration is needed per time step, which indicates a successful dynamic 
switch for almost all time steps. The evolution in time of the schemes 
can be seen in Fig. 10, where the hybrid scheme and Newton’s method 
become slightly better with time due to better initial guesses. However, 
the L-schemes use significantly more iterations as the problem becomes 
more nonlinear with time.

The computational time for the L-schemes is much higher than both 
Newton’s method and the hybrid method, which is consistent with the 
expense per iteration discussed in Remark 6. More significantly, the 
L/N-scheme performs almost the same as Newton’s method.

4.4. Test case 4 - heterogeneous and anisotropic medium

For this test case we consider a heterogeneous and anisotropic 
medium, also used in [30]. Here, the CPUs have been load balanced 
to optimize computational time for all schemes on the given mesh size. 
We consider permeability and saturation functions which are similar to 
the Brooks-Corey model (20) and a zero source term, i.e. 𝑓 = 0. The 
domain is the unit square and the medium is made heterogeneous and 
anisotropic by
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Fig. 9. Test case 3 - Recharge of a groundwater reservoir.
Fig. 10. Test case 3 - Recharge of a groundwater reservoir: Number of iterations 
per time step.

�̄� =

{
�̄�1, if 𝑧 > 0.5,
𝐾𝜙𝑸�̄�1𝑸

𝑇 , if 𝑧 <= 0.5,

where �̄�1 =
(
1 0
0 0.5

)
, 𝑸 =

(
cos(𝛼) − sin(𝛼)
sin(𝛼) cos(𝛼)

)
,

(21)

where 𝛼 reflects a slanted alignment of the principle axes of �̄� and 𝐾𝜙

signifies a change in porosity. We chose 𝛼 = 𝜋∕3 and 𝐾𝜙 = 0.1 to be 
fixed. The initial condition is discontinuous,

𝜓(0, 𝑥, 𝑧) =

{
0.9, if 𝑧 > 0.5,
−3, if 𝑧 ≤ 0.5,

and we take a constant Dirichlet boundary condition on Γ𝐷1
= (0, 0.5) ×

(1) and Γ𝐷2
= (1) × (0, 0.5) being equal to the initial condition. For the 

remainder of the boundary no-flow conditions are used. We compute 
the solution on a uniform mesh with diameter ℎ =

√
2∕80 over 20 time 

steps using a time step size of 𝜏 = 0.1. The pressure and saturation pro-

file at time 𝑇 = 1 is visualized in Fig. 11. At the interface 𝑧 = 0.5, close 
to 𝑥 = 0, degeneracy occurs due to the jump in �̄� and as a result of the 
no-flow boundary condition.

4.4.1. Comparison of performance properties

In this example, all of the schemes converge. The performance met-

rics are displayed in Table 4. The L-scheme uses considerably more 
iterations than Newton’s method and the hybrid scheme, where New-

ton’s method uses one less iteration than the hybrid. As the hybrid 
scheme only uses one L-scheme iteration per time step the switching 
is successful. In Fig. 12 the evolution of the schemes’ performance with 
time is visualized, with number of iterations per time step. The hybrid 
scheme and Newton’s method uses fewer iterations with time. How-
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Table 4

Test case 4 - Heterogeneous and anisotropic medium: Total 
number of iterations and total computational time.

No. Itr CPU time [s]

𝐿1 393 8189

𝐿2 508 10686

Newton 137 3401

L/N (20/118) 3097

ever, similar to the previous test case, the L-scheme’s convergence rate 
becomes slower after 𝑡 = 1.5 due to increased nonlinearity of the prob-

lem.

The hybrid scheme performs the best for this example in terms of 
computational time. Newton’s method is slower, but still significantly 
faster than the L-schemes. The computational cost of the equilibrated 
flux is small in comparison with assembly and solution of the linear 
system for this example. However, it is worth noting that the hybrid 
scheme uses the same number of iterations if the equilibrated flux is 
not computed, i.e., if 𝝈𝑖

𝐿
= 𝝈𝑖

𝑁
= 0 is inserted. Hence, this choice could 

further decrease the computational time.

5. Conclusions

In this paper, we considered solving Richards’ equation, which mod-

els the flow of water through saturated/unsaturated porous media 
(soil). After applying backward Euler time-discretization and contin-

uous Galerkin finite element space-discretization to Richards’ equa-

tion, to solve the resulting nonlinear finite-dimensional problem we 
developed a hybrid iterative linearization strategy that combines the 
L-scheme with the Newton method. The idea behind this is to use 
the robust, but only first-order convergent L-scheme to stabilize the 
quadratically convergent Newton method. The switching between the 
two schemes is done in an adaptive manner using a posteriori indica-

tors which predict the linearization error of the next iteration using a 
concept of iteration-dependent energy norms. After each iteration, it is 
checked whether the Newton method is predicted to decrease the lin-

earization error of the next iteration. If so, then the Newton method is 
used, otherwise, the iteration is done using the L-scheme. The hybrid 
scheme is now robust, but still quadratically convergent after switching 
to the Newton scheme.

The performance of the hybrid scheme is tested on illustrative, real-

istic numerical examples which reveal that the scheme is as robust as 
the L-scheme and it converges in cases where Newton fails. Moreover, 
in cases when Newton converges, the hybrid scheme takes roughly the 
same amount of iterations and computational time and is considerably 
faster than even the optimized L-scheme. Lastly, we comment that the 
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Fig. 11. Test case 4 - Heterogeneous and anisotropic medium.
Fig. 12. Test case 4 - Heterogeneous and anisotropic medium: Number of iter-

ations per time step.

scheme is quite general as it can, in principle, be extended to other spa-

tial discretization and linearization methods.
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Appendix A. An adaptive L-scheme

As discussed in Sections 1 and 2.3.1, the L-scheme converges un-

conditionally provided that 𝐿 ≥ 1
2 sup𝜉∈ℝ 𝜃′(𝜉) and the time step size 𝜏

is smaller than a constant independent of the mesh size. However, nu-

merical results in [1] suggest that the optimal rate of convergence of 
the L-scheme is obtained for a considerably smaller 𝐿 although conver-

gence cannot always be guaranteed for such values. Hence, to speed 
up the computations, it is possible to start the iterations with a smaller 
value of 𝐿 and then use the a posteriori estimates to decide if 𝐿 is to be 
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increased or not. Analogous to Propositions 1 and 2 we state a result 
that allows us to do this rigorously.

Proposition 3 (Error control of L-scheme). For a given 𝜓𝑛,0
ℎ

, 𝜓𝑛−1
ℎ

∈ 𝑉ℎ, let 
{𝜓𝑛,𝑗

ℎ
}𝑖+1
𝑗=1 ⊂ 𝑉ℎ solve (8) for some 𝑖 ∈ℕ. Then under Assumption 1,⦀⦀⦀𝜓𝑛,𝑖+1

ℎ
−𝜓𝑛,𝑖

ℎ

⦀⦀⦀𝐿,𝜓
𝑛,𝑖
ℎ

≤ 𝜂𝑖
𝐿→𝐿

,

where

𝜂𝑖
𝐿→𝐿

∶=
(
[𝜂𝑖,poten

𝐿→𝐿
]2 + 𝜏[𝜂𝑖,f lux

𝐿→𝐿
]2
) 1

2

with

𝜂𝑖,poten
𝐿→𝐿

∶= ‖𝐿− 1
2 (𝐿(𝜓𝑛,𝑖

ℎ
−𝜓𝑛,𝑖−1

ℎ
) − (𝜃(𝜓𝑛,𝑖

ℎ
) − 𝜃(𝜓𝑛,𝑖−1

ℎ
)))‖,

𝜂𝑖,f lux
𝐿→𝐿

∶=
‖‖‖‖(𝐾(𝜃(𝜓𝑛,𝑖

ℎ
)) −𝐾(𝜃(𝜓𝑛,𝑖−1

ℎ
)))𝐾(𝜃(𝜓𝑛,𝑖

ℎ
))−

1
2 ∇(𝜓𝑛,𝑖

ℎ
+ 𝑧)

‖‖‖‖ .
The detailed proof is again omitted. Observe that for the estimate 

above, neither Assumption 2 nor any separate treatment of the degen-

erate domains is required.

A.1. L-adaptive algorithm

Based on Proposition 3, we propose an algorithm that selects optimal 
𝐿-values adaptively.

Algorithm 2 The 𝐿-adaptive scheme.

Require: 𝝍𝑛,0 ∈𝐿2(Ω) as initial guess, 𝐿𝑀 ∶= sup𝜓∈ℝ 𝜃′(𝜓), and 𝐿𝑚 ∶=𝐿𝑀∕8
Ensure: 𝐶

𝐿→𝐿
=
√
2, 𝐿 =𝐿𝑚

for i=1,2,.. do

Compute iterate using L-scheme, i.e., (8)

if 𝜂𝑖

𝐿→𝐿
> 𝜂𝑖

lin then

Replace 𝐿𝑚 =𝐿, 𝐿 =min(𝐶
𝐿→𝐿

𝐿, 𝐿𝑀 ), and continue.

else if 𝜂𝑗

𝐿→𝐿
> 0.8 𝜂𝑗

lin for 𝑗 ∈ {𝑖, 𝑖 − 1, 𝑖 − 2} then

Replace 𝐿 =max(0.9𝐿, 1.1𝐿𝑚) and continue.

A.2. Numerical result

In Fig. 13 we show a result where the 𝐿-adaptive scheme is superior 
to a fixed 𝐿-approach. In this case, 𝐿𝜃∕2 is too small for convergence 
due to a large time step size. Compared with fixed 𝐿1 with the same 
mesh size and time step size, see Fig. 4, the number of iterations is im-

proved by 20. For smaller time steps, the numerical results reveal that 
Algorithm 2 results in roughly the same number of iterations compared 
to a fixed and optimized 𝐿 = 𝐿1 lesser than 𝐿𝜃 . But in all examples 
considered, it uses fewer iterations than simply choosing 𝐿 = 𝐿2 = 𝐿𝜃 . 
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Fig. 13. Test case 1 - Strictly unsaturated medium: L-scheme with L-adaptivity 
and initial stabilization parameter 𝐿0 =𝐿2∕8, ℎ =

√
2∕40 and 𝜏 = 1.

The advantage of such an adaptive technique is that an optimization 
study of 𝐿 does not need to be conducted prior to the simulation. How-

ever, since the 𝐿-adaptive strategy does not significantly improve the 
behavior of the L-scheme over the optimized 𝐿 = 𝐿1, we refrained from 
including it in Algorithm 1 for the sake of simplicity.

Appendix B. Computation of equilibrated flux

Recalling Definitions 3.1 and 3.2, let us propose a simple algorithm 
to compute an equilibrated flux 𝝈ℎ ∈𝐑𝐓𝑝(ℎ) ∩ 𝑯(div, Ω) satisfying ∇ ⋅
𝝈ℎ = Πℎ𝑓 in  𝑖,𝜖

deg, and ∇ ⋅ 𝝈ℎ = 0 otherwise, where 𝑓 ∈ 𝐿2(Ω). Defining 
𝑸ℎ ∶= 𝐑𝐓𝑝(ℎ) ∩ 𝑯(div, Ω) and 𝑉ℎ ∶= {𝑣ℎ ∈ 𝑝(ℎ)| Tr𝜕Ω(𝑣ℎ) = 0}, we 
seek a pair (𝝈ℎ, 𝑟ℎ) ∈ 𝑸ℎ × 𝑉ℎ that satisfies the mixed finite element 
problem,

(𝐾(1)−1𝝈ℎ,𝒒ℎ) = (𝑟ℎ,∇ ⋅ 𝒒ℎ), ∀𝒒ℎ ∈𝑸ℎ, (22a)

(∇ ⋅ 𝝈ℎ, 𝑣ℎ) = (𝑓, 𝑣ℎ), ∀𝑣ℎ ∈ 𝑉ℎ. (22b)

The advantage of this flux is that it minimizes ‖𝐾(1)−
1
2 𝝈ℎ‖ which ap-

pears in the estimates in Propositions 1 and 2. For practical purposes, a 
much coarser mesh can be used outside of  𝑖,𝜖

deg to compute it, and the 
stiffness matrix can be precomputed to accelerate the computation.
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