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A B S T R A C T

We introduce fastMONAI, an open-source Python-based deep learning library for 3D medical imaging. Drawing
upon the strengths of fastai, MONAI, and TorchIO, fastMONAI simplifies the use of advanced techniques for
tasks like classification, regression, and segmentation. The library’s design addresses domain-specific demands
while promoting best practices, facilitating efficient model development. It offers newcomers an easier entry
into the field while keeping the option to make advanced, lower-level customizations if needed. This paper
describes the library’s design, impact, limitations, and plans for future work.
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1. Introduction

Medical imaging is a complex domain. To simplify the use of deep
learning in this field, we introduce fastMONAI, a Python-based open-
source deep learning library. The library, built on top of fastai [1],
MONAI Core [2], TorchIO [3], and Imagedata [4], is designed to
simplify the use of deep learning techniques for solving medical classifi-
cation, regression, and segmentation tasks. fastMONAI makes it easy to
load data, preprocess it, train models, and interpret the results. At the
same time, multiple standard best practices are implicitly incorporated
without the need to delve into complex configurations.

This paper discusses the need for such a research tool and its in-
tended use. We describe deliberate design choices that enhance user ex-
perience and demonstrate its diverse applications. This is also explored
in an accompanying video walk-through.1 A section on documentation,
usability, and maintainability further highlights the library’s design and
practicality.

∗ Corresponding author at: Department of Computer Science, Electrical Engineering and Mathematical Sciences, Western Norway University of Applied
Sciences, Bergen, Norway.

E-mail addresses: skaliyugarasan@hotmail.com (S. Kaliyugarasan), allu@hvl.no (A.S. Lundervold).
1 https://fastmonai.no/tutorial_beginner_video

2. Software description

Deep learning develops at breakneck speed, with new models, tech-
niques, and tricks constantly appearing. As a result, it is easy to get
stuck on something less-than-optimal when using deep learning to solve
a particular set of problems while also being in danger of getting lost
in minor technical details when constructing models for concrete tasks.
The popular PyTorch-based fastai deep learning library [1] provides
both a high-level API that automatically incorporates many established
best practices and a low-level API in which more expert users can
modify details related to model architectures, training strategies, data
augmentation, and more.

While fastai provides a valuable general foundation, the peculiar-
ities of medical imaging, including specific medical imaging formats,
data storage and transfer, data labeling procedures, domain-specific
data augmentation, evaluation methods, and more, necessitate special-
ized tools. MONAI Core [2] and TorchIO [3] are two PyTorch-based
https://doi.org/10.1016/j.simpa.2023.100583
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Fig. 1. MONAI Core, the primary library of MONAI (https://monai.io/), is built on top of PyTorch and provides domain-specific functionalities for medical imaging, including
etwork architectures, metrics, and loss functions. TorchIO is a Python-based open-source library for efficiently loading, preprocessing, and augmenting 3D medical images.

ibraries that target deep learning in healthcare imaging, incorporating
ultiple best practices.

fastMONAI merges fastai, MONAI Core, TorchIO, and the medical
mage library Imagedata [4], unifying their various capabilities. To-
ether with its custom-made modules, this unification makes it possible
o quickly construct, train, and use powerful models with a range of
ifferent architectures for a variety of medical imaging tasks while
sing established best practices for training, reading data, perform-
ng data augmentation, and for other domain-specific capabilities of
hese underlying libraries. This integration simplifies the construction
f reliable baseline models and retains flexibility for more granular
ustomizations when needed (see Fig. 1).

.1. Documentation, usability, and maintainability

fastMONAI contains several practical tools to ensure the software’s
ser-friendliness. Our focus on usability is reflected in the extensive
ocumentation available at https://fastmonai.no, which includes a set
f tutorials and source code from multiple research projects for var-
ous medical imaging tasks (e.g., classification, regression, and seg-
entation), together showcasing the features and use cases of the

ibrary.
We have written the fastMONAI library using nbdev, a tool for

xploratory programming that allows you to write, test, and document
Python library in Jupyter Notebooks [5].

Tests are written directly in notebooks, and continuous integration
ith GitHub Actions runs the tests on each push, making software
evelopment easier with multiple collaborators.

To promote community contributions, we have added a short con-
ribution guide to the project, available in its GitHub repository.

. Impact

Using deep learning techniques in medical image analysis can be
ade quite straightforward when you have access to the right data.
his is exemplified by our one-click tutorials for MedMNIST v2 [6] and
edical Segmentation Decathlon challenge [7] datasets. Such bench-
ark datasets are crucial for method development across diverse do-
ains [8]. However, it is crucial to note that these benchmark datasets

ften undergo extensive preprocessing [9]. As a result, they might not
lways represent the intricacies of real-world data [10,11], which can
e influenced by factors such as demographic nuance, image acquisi-
ion, disease spectrum, and more [12]. Furthermore, there is a pressing
eed for established standards in transparency and validation to build
rust in deep learning-based systems [11].

In real-world clinical care, only a handful of studies employing deep
earning systems have reached the deployment phase [13].

A significant contributing factor to these challenges is the lim-
ted collaboration between the medical and data science fields. To
nlock the full potential of data-driven medical imaging, fostering
nterdisciplinary collaboration is crucial.

Fig. 2. A diagram illustrating the three primary components of fastMONAI: (1) Data
pre-processing: Understanding the dataset, which includes aspects like voxel size, shape,
orientations, and more. (2) Training and evaluation: Selecting the appropriate model
and training strategies, and assessing model performance. (3) Deployment: Integrating
the trained model into the existing infrastructure. See https://github.com/MMIV-ML/
fastMONAI/tree/master/research for examples of models implemented in the Sectra
research picture archiving and communication system (PACS) at the Western Norway
Regional Health Authorities (Helse Vest RHF).

By being developed at the Mohn Medical Imaging and Visualization
Centre (MMIV), part of the Department of Radiology at Haukeland Uni-
versity Hospital, fastMONAI benefits from direct insights and feedback
from medical imaging professionals.

A key objective of MMIV and similar centers around the world is to
explore and develop new methods for medical image analysis, aiming
to improve decision-making and patient care. fastMONAI supports such
efforts by easing the entry for new practitioners into medical AI and
making it possible to quickly construct good baseline models while still
being flexible enough to enable further optimizations (see Fig. 2).

Our use of the library within our institution suggests improved
efficiency in model development, fostering a conducive environment
for both newcomers and experienced practitioners in medical AI by
lowering the threshold of entry. fastMONAI is well-suited for teaching
deep learning for medical imaging, and we have successfully used the
library in several hands-on workshops for a variety of audiences.

Picture archiving and communication system (PACS) are DICOM-
driven medical systems with hardware and software built to facilitate
storage, retrieval, and sharing of digital images in clinical settings [14].
In radiology departments, PACS are crucial for streamlining workflows.
We have deployed two projects in research PACS at our hospital and
shared the associated model weights on HuggingFace.2 This encourages
further collaboration and exploration in the community.

3.1. Ongoing research projects using fastMONAI

The fastMONAI framework was developed and evaluated through
applications based on both public and clinical study data and involving
multiple patient groups, and organ systems, including identifying the
brain from surrounding tissue and structures [17], lung cancer [18], gy-
necological cancer [16], and low back pain [15]. In addition, we have
replicated and further explored a recent endometrial cancer study [19],
implementing the models in the research PACS infrastructure at our

2 For more details, see the project’s research folder: https://github.com/
MMIV-ML/fastMONAI/tree/master/research.
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Fig. 3. Illustrations of two deep learning applications deployed in our research PACS system at our local: (a) Spine segmentation and (b) Endometrial cancer segmentation. As
shown, our segmentation algorithms can be run on-demand or automatically, without requiring the user to launch any external interface. For more details about the data and task,
see our related publications [15,16], respectively.

hospital. In these projects, the main developers of fastMONAI played
a major role. Other researchers have also adopted fastMONAI in their
work:

• Segmentation of the substantia nigra for patients with Parkin-
son’s disease by researchers at the University of Bergen (work in
progress).

• A cardiothoracic radiologist from LNCT University has created a
teaching unit on segmenting the left atrium using MRI scans of
the whole heart. This will be highlighted at the forthcoming RSNA
conference. Additional details can be found at https://fastmonai.
no/tutorial_binary_segmentation.

3.2. Scholarly publications enabled by this software

• S. Kaliyugarasan, A. Lundervold, A.S. Lundervold, Brain age ver-
sus chronological age: A large scale MRI and deep learning inves-
tigation, Proceedings of European Congress of Radiology—ECR
2020 (2020) [17]

• S. Kaliyugarasan, M. Kocinski, A. Lundervold, A.S. Lundervold,
2D and 3D U-Nets for skull stripping in a large and heteroge-
neous set of head MRI using fastai, Proceedings of the NIK2020
(2020) [20]

• S. Kaliyugarasan, A. Lundervold, A.S. Lundervold, Pulmonary
Nodule Classification in Lung Cancer from 3D Thoracic CT Scans
Using fastai and MONAI, IJIMAI (2021) [18]

• E. Hodneland, S. Kaliyugarasan, et al. Fully Automatic Whole-
Volume Tumor Segmentation in Cervical Cancer, Cancers 14 (10)
(2022) [16]

• S. Kaliyugarasan, A.S. Lundervold, et al. Multi-Center CNN-based
spine segmentation from T2w MRI using small amounts of data,
2023 IEEE 20th International Symposium on Biomedical Imaging
(ISBI) (2023) [15]

4. Limitations and future improvements

• Patch-Based Training and Inference: As of now, fastMONAI does not

method can enhance performance in specific scenarios, plans to
integrate it in upcoming releases are underway.

• Semi-Automatic Annotation Loop: We have initiated research to
develop a semi-automatic annotation loop for tumors. We can
already integrate models developed using fastMONAI into our re-
search PACS, ref. Fig. 3, which is currently used as part of a semi-
automatic annotation loop. This system provides expert annota-
tors with automatically segmented tumor instances for approval
or further refinement. Future endeavors involve establishing, uti-
lizing, and documenting an active learning pipeline [21,22], aim-
ing to accelerate both the annotation process and subsequent
model training.

• PACS Integration: Comprehensive documentation on integrating
fastMONAI models with PACS remains absent. Our local research
PACS system and workflow is documented at https://github.c
om/mmiv-center/Research-Information-System/tree/master/com
ponents/Workflow-Image-AI, but the integration with fastMONAI
remains to be expanded upon.

• Augmentation Documentation: Presently, fastMONAI’s documenta-
tion does not cover how to implement augmentation techniques
beyond those provided by MONAI and TorchIO. Techniques such
as MixUp [23] and CutMix [24] are notable omissions.
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Appendix A. Supplementary data

Supplementary material related to this article can be found online
at https://doi.org/10.1016/j.simpa.2023.100583.
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