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ABSTRACT

Photocatalytic hydrogen production has been of interest since Fujishima and Honda

first demonstrated it in 1972 with the help of a titanium-oxide electrode. Thanks to

the rapid development of nanotechnology, this method has received much attention

in recent years due to the need for cost-effective green hydrogen production. At the

same time, solar cell technology has seen swift improvement in efficiency and reduced

production costs due to increased research and political goodwill. However, there are

still some significant issues to be addressed regarding energy storage and availability

during dark or cloudy periods.

A solution would be to store the solar energy in hydrogen through electrolysis or

photocatalytic water splitting. Although electrolysis is the most developed technology,

it is still quite expensive, requiring a connection of the electrolysers to the electrical

grid or a direct electrical connection to a solar farm. This makes it primarily suitable for

developed countries with an extensive electrical grid and high-standard infrastructure.

Developing countries, on the other hand, which are often located in regions with a lot

of sun, lack an electrical grid of high quality to transport electricity from solar farms

to the electrolysers. In these cases, photocatalytic hydrogen production could be the

solution, as it would make it possible to produce hydrogen directly from the sunlight

and transport it using existing infrastructure. Photocatalytic hydrogen production

effectively combines the solar absorption abilities of photovoltaics with electrolysers’

ability to split water molecules into oxygen and hydrogen. Some challenges exist

before the technology is viable for large-scale production facilities, such as low solar-to-

hydrogen efficiency and technology maturity.

In this project, we have used computational models and simulations to investigate

materials and their structural, optical, electronic, and photocatalytic properties to ad-

dress these issues. This was done by approximating solutions to the Schrödinger

equation with the help of the Vienna Ab Initio Simulation Package (VASP) and our

own developed tools. These results were analysed using post-processing tools in com-

bination with physics, material science and chemistry. The applied computational

models and simulations are incredibly reliant on computing power, which necessit-

ates high-performance computing, parallelisation, and the development of efficient

numerical methods.

The scientific contribution of this project is threefold:

First, we thoroughly reviewed state-of-the-art experimental and theoretical research on

TiO2 based photocatalysts. In this work, we identified four major challenges that must

be overcome for the field to advance further:

1. No standardised measurement setting for hydrogen production rates.

2. The intrinsic properties of TiO2 are not good enough, other materials can easily

outperform TiO2 based photocatalysts.



3. Lack of cooperation between theoretical and experimental work. Not playing on

the strength of the two approaches to complement each other.

4. There does not exist scalable photocatalytic hydrogen production facilities.

We identified other materials that could outperform TiO2 based photocatalysts on cost,

efficiency, and lifetime through computer simulation studies and our review article.

The most interesting candidates were perovskites and transition metal dichalcogenides

such as MoS2.

Secondly, we investigated the structural and electronic of perovskite materials, CsPbI3
and CsSnI3, to determine their suitability for photocatalytic applications. In order to

tackle the challenges such as toxicity and long-term stability issues faced by well-known

lead-based organic perovskites, we carried out an in-depth analysis of the properties of

lead-free double perovskites, Cs2AgBiBr6. To enhance the properties of Cs2AgBiBr6,

we also conducted another numerical study by substituting Br with other halide atoms

in Cs2AgBiX6 (X = Br, Cl, F, and I). These studies show that Cs2AgBiX6 (X = Br, Cl, F,

and I) can be prominent candidates for photocatalytic and photovoltaic applications

through clever substitutions of the halide component.

Thirdly, we investigated MoS2 as a potential photocatalyst. Fourteen different poly-

morphs were proposed and analysed for the very first time using first-principle

calculations based on density functional theory (DFT). Seven of the polymorphs

(1H, 2T, 2H, 2R1, 3Ha, 3Hb, and 4T ) were both mechanically and dynamically stable

with indirect bandgaps ranging from 1.87 eV to 2.12 eV. This work was extended as we

looked into how dopants would influence the photocatalytic properties of MoS2. We

used the stable polymorphs from our earlier work, and all seven showed promising

results regarding their d-band model and Gibbs free energy. We chose to substitutional

dope 3Hb with Al, Co, I, N and Ni. Replacing one Mo atom with either Al, Co, I, N

and Ni lowered the Gibbs free energy by a factor of ten. However, only 3Hb with one

Mo atom replaced with Al or Ni were stable structures. This shows that MoS2 through

doping is a photocatalyst that, with further optimisation, could be used in large-scale

photocatalytic hydrogen production.

We expect that the results from the studies in this project will result in new and efficient

low-cost materials that will help push the field of photocatalytic water splitting further.



SAMANDRAG

Fotokatalytisk hydrogenproduksjon har vore ein spanande teknologi sidan Fujishima

og Honda først demonstrerte den i 1972 hjelp av ein titandioksid elektrode. Takka være

den raske utviklinga av nanoteknologi så har denne metoden fått mykje oppmerksemd

dei siste åra på grunn av behovet for rimeleg og grøn hydrogenproduksjon. I løpet

av den same perioden har også solcelleteknologien utvikla seg kraftig takka vera

forsking og politisk velvilje. Dette har gjort solcellene rimelegare å produsera og

meir effektive. Dessverre er det framleis utfordingar med lagring av overskottsenergi

og produksjon når det er mørkt eller overskya. Ei løysing på dette vil vera å lagra

solenergien i hydrogen produsert gjennom elektrolyse eller fotokatalytisk splitting av

vatn. Av desse to teknologiane er elektrolyse mest moden, men den er framleis dyr og

krevjar tilgang til det elektriske straumnettet eller ein direkte elektrisk kopling til ein

solpark. Dette gjer at den først og fremst er aktuell i industriland med eit utbreidd

straumnett og utvikla infrastruktur. Utviklingsland på den andre sida, som ofte er

lokalisert i regionar med mykje sol, manglar eit skikkeleg straumnett som dekker heile

landet. Noko som gjer det vanskeleg å frakta straumen frå solparkar til potensielle

hydrogenproduksjonsanlegg. Ei løysing på desse problema kan vera fotokatalytisk

hydrogen produksjon. Denne teknologien gjer det mogleg å produsera hydrogen

direkte frå sollys og deretter kan ein transportera hydrogenet med hjelp av eksisterande

veg infrastruktur. Fotokatalytisk hydrogen produksjon kombinerer sol absorpsjonen

til solceller med vatn splitting eigenskapane til ein elektrolysør på ein effektiv måte.

Naturlegvis, er det framleis nokon utfordringar som må bli løyst før teknologien er

moden nok til å bli tatt i bruk. Dette går primært ut på lav sol-til-hydrogen effektivitet

og teknologisk modnad.

I dette arbeidet, har me brukt datamodellering og simuleringar til å undersøka

ulike materiale sine elektroniske, optiske, strukturelle og fotokatalytiske eigenskapar.

Dette ble gjort med hjelp av Vienna Ab Initio Simulation Package (VASP), som

approksimerer løysingar på Schrödinger likninga, og egne verktøy. Resultata frå desse

berekningane vart så prosessert ved hjelp av ulike verktøy, fysikk, materialvitskap, og

kjemi. Modellane som vart brukt krevjar mykje datakraft og gjorde det nødvendig å

bruka superdatamaskinar, parallellprosessering, og utvikling av effektive numeriske

metodar.

Det vitskaplege bidraget til prosjektet kan delast i tre deler:

Først gjennomførte me ei nøye studie av toppmoderne eksperimentell og teoretisk

forsking basert på TiO2 fotokatalysatorar. I dette arbeidet, identifiserte me fire store

utfordringar som feltet står ovanfor:

1. Det eksisterer ikkje nokon standard måte å måla og rapportera hydrogen produk-

sjons ratar på.

2. Dei ibuande eigenskapane til TiO2 er ikkje gode nok, og andre materiale kan



enkelt overgå resultata til TiO2 baserte fotokatalysatorar.

3. Manglande samarbeid mellom eksperimentelt og teoretisk arbeid gjer at ein ikkje

spelar på styrkane til kvarandre.

4. Det eksisterer ikkje nokon planer for medium eller store fotokatalytiske hydrogen

produksjons anlegg.

Gjennom datasimuleringar studiar og oversiktsartikkelen vår, identifiserte me andre

materiale som kan utkonkurere TiO2 fotokatalysatorar på kostnad, levetid og effektivitet.

Dei to mest interessante kandidatane var perovskittar og MoS2.

Det andre me gjorde var å undersøka dei strukturelle og elektroniske eigenskapane

til perovskittar ,CsPbI3 og CsSnI3, for å sjå om dei er aktuelle for fotokatalytisk

hydrogenproduksjon. For å gjera noko med dei kjente giftigheit og stabilitets problema

til perovskittar med bly i seg, undersøkte me eigenskapane til den blyfri doble

perovskitten, Cs2AgBiBr6,. I tillegg gjennomførte me ei ny numerisk studie kor Br blei

substituert med andre halogenidar i Cs2AgBiX6, (X = Br, Cl, F og I). Desse studiane

visar at Cs2AgBiX6, (X = Br, Cl, F og I), har eit stort potensiale innanfor fotokatalytiske

og solcelle applikasjonar gjennom halogenid doping.

Til sist, undersøkte me MoS2 som ein potensiell fotokatalysator. Fjorten ulike MoS2

polyformer vart, for første gang nokosinne, foreslått og analysert ved hjelp av førsteprins-

ipp berekningar basert på tettheit-funksjonell teori (DFT). Sju av desse polymorfane

(1H, 2T, 2H, 2R1, 3Ha, 3Hb og 4T ) var både mekanisk og dynamisk stabile med indirekte

båndgap frå 1.87 eV til 2.12 eV. Arbeidet vart utvida med ei studie der me undersøkte

korleis doping ville påverka dei fotokatalytiske eigenskapane til MoS2. Me brukte dei

stabile polymorfane frå vårt tidlegare arbeid og alle viste potensiale basert på d-band

senter og Gibbs fri energi. Me valte ut 3Hb for videre berekningar og substituerande

dopa den med Al, Cl, I, N eller Ni for eit Mo eller eit S atom. Når me erstatta eit Mo

atom med enten Al, Cl, I, N eller Ni vart Gibb fri energien senka med ein faktor på ti.

Av desse fem strukturane var det berre når Al eller Ni erstatta Mo at strukturen var

mekanisk og dynamisk stabil. Dette visar at MoS2 kan gjerast til effektive fotokatalysat-

orar gjennom doping og med videre optimalisering er det mogleg å realisera stor-skala

produksjonsanlegg.

Me forventar at resultata frå studiane våre vil resultera i nye og effektive fotokatalysat-

orar som vil vera med å driva feltet videre framover.
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OVERVIEW





CHAPTER 1

INTRODUCTION

In April 2022, the UN released a new report on climate change, concluding that

it is now or never if we are to achieve the 1.5-degree goal of the Paris Agreement.

The world is currently on the "fast track" to disaster, and change is needed [1]. The

Sustainable Development Goals (SDGs), released by the United Nations (UN) in 2015,

are a collection of 17 interlinked global goals that intend to provide a blueprint for

achieving a better and more sustainable future for all [2]. Renewable and clean energy

is a critical part of the solution if we want to reach these goals, which are also stated in

Goal 7, affordable and clean energy, and Goal 13, climate action [3]. Through Goal 7,

the UN wants to ensure access to affordable, reliable, sustainable, and modern energy

for everyone. This means that not only must first-world countries move away from

non-renewable energy sources, but we must also help ensure access to electricity for

the millions living in developing countries currently without reliable energy sources

[3]. Goal 13 urges action to combat climate change and its impact on the world and

society. To meet the 1.5 °C maximum target for temperature rise by 2050, greenhouse

gas emissions must decrease by 7.6% per year starting in 2020 [2]. This means we

can not solve Goal 7 by increasing the production and consumption of non-renewable

energy sources such as coal, oil and natural gas.

Instead, we must turn towards renewable energy sources such as wind, solar, hydro, or

geothermal. However, most of them come with drawbacks that make the transition

difficult. Hydropower requires access to waterfalls and the production of high-cost

dams that will cause drastic changes in the surrounding ecosystems. Electricity

from wind turbines lacks good storage options, and the technology struggles with

intermittency problems caused by varying wind speeds. Nevertheless, offshore wind

farms storing excess energy as hydrogen is a promising venture [4]. Geothermal energy

only works in specific areas and has a limited lifetime, which makes it more suited as

an additional energy resource in suitable regions [5]. On the other hand, the Earth gets

enough power from the sun in one hour to satisfy the global energy consumption for

a year [6]. This makes solar power the most viable clean energy resource currently

available. Thus, the solution to the energy crisis could be directly harvesting solar

light and converting it into electrical energy with photovoltaic cells or chemical energy

through photoelectrochemical reactions. Conventionally, both technologies rely on

collecting light in semiconductor materials with appropriate band gaps, matching the
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solar spectrum and thus providing a high-energy conversion efficiency. Unfortunately,

the technology has drawbacks which prevent it from overtaking non-renewable energy

as the primary energy source.

Two significant issues are the uneven power distribution caused by varying solar

irradiance and a lack of proper storage alternatives. This has increased research on

storage options for the produced electricity, which we can divide into mechanical and

electrochemical storage systems. For example, in Oceania, pumped hydroelectricity

(mechanical) is the most common storage system for excess electricity [7]. While the

electrochemical storage options are different batteries (Lithium-ion, sodium-sulphur,

vanadium, and similar materials), hydrogen, and supercapacitors [7], there are several

reasons for choosing hydrogen as a way to store solar energy. Some examples are the

high abundance of hydrogen from renewable sources, it is eco-friendly when used,

hydrogen has a high-energy yield, and it is easy to store as either a gas or a liquid

[8][9][10]. The high energy yield and ease of storage make green hydrogen viable as

fuel for the long transport sector; aeroplanes, cruise ships, trailers, and cargo ships

[11][12]. Realising a green energy shipping fleet could cut 2.5% of global greenhouse

emissions (GHG) yearly [13]. However, to succeed in this strategy, we must produce

hydrogen clean and renewable.

The majority of commercial production of hydrogen stems from four sources: natural

gas, coal, oil and electrolysis. Of these, steam reforming alone represents 48% of the

world’s hydrogen production, while coal contributes 18%, oil 30% and electrolysis

the last 4% [14]. Steam methane reforming is a high-temperature and high–pressure

method, with temperatures varying from 700 to 900 °C [15]. It is a very energy-

intensive process with CO2 as a by-product of the reaction. Of the non-renewable

energy sources, coal is the cheapest one. In addition, coal gasification can be used

to improve CO2 mitigation at power plants [16]. Oil refineries/platforms produce

and consume hydrogen onsite as a part of their process, which could be expanded.

However, these three processes all have greenhouse gases and other pollutants as

by-products, which makes them unsuitable if we are to achieve SDG 7. Some of this

could be compensated by improved technology and the addition of CO2 capture, but

there will always be some emissions. However, a better solution would be to produce

green hydrogen, i.e. hydrogen produced using renewable energy sources without

any climate gas emissions. That is why more than 25 countries have committed to a

hydrogen policy and to use hydrogen as a clean energy vector in their energy system.

Norway established two renewable research centres on hydrogen in 2022, HyValue

and HYDROGENi. These two centres aim to solve many problems the hydrogen

economy faces before it can be realised, such as production cost, storage, transport,

public acceptance and technology maturity. The most common way to produce green

hydrogen today is electrolysis powered by a renewable energy source. As mentioned

above, this makes it possible to store renewable energy from sources with intermittency

problems, wind and solar. Projects such as Deep Purple [17], explore the possibility

of combining offshore wind farms with electrolysers on the ocean floor to produce

and store hydrogen. Regarding solar energy, there are pilot projects, e.g. in Portugal

[18], Spain [19], and UAE [20], combining solar plants with electrolysers. However,

these technologies are expensive and usually require a well-developed grid, especially
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if the wind or solar farm is not located close to the hydrogen production facilities.

This makes it unsuited in developing countries due to the costs involved and poorer

standards on the electrical grid.

An alternative technology for these areas, which most often are regions with high solar

irradiation, is photocatalytic hydrogen production. This technology combines solar

cells’ solar absorption with the water-splitting capabilities of electrolysers into one

material. That way, there is no need for electricity transport and facilities can built it in

areas where high temperatures makes solar farms unviable. In photocatalytic hydrogen

production, the photocatalytic material is submerged in continuously circulating water

to ensure an abundance of water molecules for the reaction. In addition, the circulation

will help cool down the system. Since electrolysis and solar cells are combined, it

is less area intensive and can use existing infrastructure to transport the hydrogen.

Several methods combine solar energy and water splitting; thermochemical, photo-

biological, and photocatalytic water splitting [21]. Thermochemical water splitting

is is conceptually simple, but requires extensive and expensive solar collectors to

achieve the needed temperature (2500K) [22]. There are two different Photo-biological

processes, which depends on the microorganisms used [23]. Despite being a green and

renewable technology, it struggles with low hydrogen yield and difficulties designing

and upscaling the bioreactor [22][23]. This leaves photocatalytic water splitting as

the best option, and there are several reasons for that: (1) good solar-to-hydrogen

efficiencies; (2) low production cost; (3) the possibility of separating oxygen and

hydrogen streams; and (4) it could be used on small scales as well [8][22][24].

1.1 History of water splitting

Electrolysis of water was first discovered and understood in 1789 by Adriaan Paets

van Troostwĳk, and Johan Rudolph Deiman [25]. The technology has since then been

improved on and developed several times. See figure 1.1 for some of the most important

historical events. In 1888, Dmitry Lachinov developed the first industrial process

for producing hydrogen through water splitting [26]. This sped up the development

process, and by 1902 more than 400 industrial water electrolysers were in use globally.

The period between the 1920s and 1970s was the golden age for improving electrolysis

and water-splitting technologies. Most of the traditional designs seen and used today

stem from this period [27]. The fast development was driven by the need for large

quantities of hydrogen to produce ammonia fertilisers.

However, it was not until the 1970s that photoelectrochemical and photocatalytic water

splitting (PWS) were achieved for the first time. In 1972 Fujishima and Honda used a

TiO2 photoelectrode for light absorption and split water into oxygen and hydrogen [28].

Since then, many different materials and compounds have been tried as semiconductors

for photocatalytic water splitting. Unfortunately, most of them do not absorb enough

visible light for viable scale-up from lab experiments to proof of concept facilities [29].

Although TiO2 was used to achieve PWS for the first time, it cannot split water or

perform the hydrogen evolution reaction (HER) photocatalytically on its own. For

example, it needs to be modified with noble metal decoration, doping or through
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Figure 1.1: The history of water splitting and its development. Taken from [27]

.

the formation of a heterojunction. In the early 2000s it was common to use nonmetal

dopants like nitrogen and sulfur anions to improve TiO2 performance. Nowadays,

researchers try to utilise nanostructures, quantum dots and dopants to create complex

TiO2 structures in an attempt to improve the photocatalytic water splitting capabilities

of the material [30]. However, these structures are often too complex or have expensive

materials making large-scale production unrealistic.

This has led to a renaissance of many new metal oxide photocatalysts first discovered

and investigated in the 1980s and 1990s. These materials could generally be classified

as either d0(Ti4+, Zr4+, Ta5+, Nb5+,W6+) or d10(Ga3+, In3+, Ge4+, Sb5+) electron

configurations [31]. In 1980 Domen et al. demonstrated that SrTiO3, when decorated

with NiO, could perform photocatalytic water splitting [32]. Konta et al. improved

the photocatalyst by using metal cations (Ru, Mn, Rh, and Ir) as dopants, making it

possible for SrTiO3 to absorb visible light [33]. This turned SrTiO3 into one of the most

used photocatalysts for photocatalytic water splitting [31]. Aluminium, Lanthanum

and Gallium have also proven to be efficient dopants for SrTiO3. Takata et al. found

that using such lower valence cations as dopants introduces oxygen vacancies and

decreases the compound’s amount of Ti3+, enhancing the photocatalytic activity [34].

In 2016 Wang et al. created a powder-based photocatalyst combining La/Rh-doped

SrTiO3 with Mo-doped BiVO4, achieving a solar-to-hydrogen efficiency of 1.1% [35].

Several other studies have been done, and in 2020 an external quantum efficiency of

95.6% at 360 nm was reported by Takata et al. [36]. They used aluminium as the dopant

before they decorated it with Rh/Cr2O3 and added CoOOH as a co-catalysts.

In 1998 Kato and Kudo showed for the first time that NaTaO3 is suitable for photocata-

lytic water splitting [37]. By doping it with Lanthanum and decorating it with NiO,

Kato et al. achieved a record high quantum efficiency of 56% at 270 nm in 2003 [38].

This has been further improved by introducing other dopants, such as strontium [31].

Over the last forty years, several other materials have been investigated, for example,

Ga2O3, layered carbon nitride (e.g. g− C3N4), WO3, Fe2O3, CdS and GaAs. In recent

years people have also started experimenting with perovskites as a photocatalyst for
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solar-driven water splitting [39]. Perovskites are structural simple systems, where

an ideal system is cubic with the formula ABX3. A is often alkali, alkaline-earth or

rare-earth metals, B is often transition metals, and X is usually nonmetal elements.

This spread of valid elements for a perovskite ensures excellent structural flexibility,

making it possible to design and develop a highly efficient perovskite by altering its

composition and morphology. Especially in theoretical work, it is simple to vary A, B

and X to create a perovskite ideal for photocatalytic water splitting. Nonetheless, they

all struggle with different limiting factors regarding their solar-to-hydrogen efficiency.

Repeating problems include no suitable band positions, proneness to photocorrosion,

hydrogen and oxygen not being produced simultaneously, short recombination time,

stability, and lifetime. These must be solved if we are to reach a solar-to-hydrogen

efficiency of 10 % that is needed for large-scale applications [40]. This project will

use numerical models and computational calculations to investigate materials that

could be used for photocatalytic water splitting and try to solve some of the problems

mentioned earlier. We seek to make a modest contribution to realising photocatalytic

water splitting as a large-scale hydrogen production method.

1.2 Summary

This work has resulted in four first-author papers, two second-author papers, several

presentations at academic conferences and contributions to popular science. To analyse

new materials for hydrogen production using photocatalytic water splitting, we started

working on an in-depth review article on the current leading photocatalyst, TiO2. The

goal was to get an overview of what has been done, experimentally and theoretically,

regarding TiO2 based photocatalysts over the last years. It became clear that although

TiO2 has been relatively successful so far, other materials could easily overcome it.

Our analyses in this review article showed that perovskites have promising attributes

for photocatalytic water splitting applications [41]. Two main reasons are their high

phonon absorption in the visible spectra, and their long charge-carrier diffusion lengths

compared to the incident light absorption depths [41]. This led us to the second article,

band gap engineering in CsSnxPb1−xI3 and its influence on light absorption. The

goal was to combine two well-known perovskites with different absorption ranges to

create a material with a more extensive absorption range. This would increase the

number of absorbed photons and the solar-to-hydrogen efficiency. Later in the Ph.D.,

an article was co-authored with Chapa Wanniarachchi where we looked further into

the electronic and optical properties of perovskites [42]. Here, we used a lead-free

perovskite, as lead toxicity and long-term stability are issues for lead-based perovskites.

This was expanded in a second article with Chapa, where we investigated how the

properties would change if Br were substituted with Cl, F or I. Another finding in

the review article was the potential of transition metals, especially MoS2, due to

their remarkable electronic, optical and structural properties. Experimental results

from our group [43] support this, and we decided to investigate it further. MoS2

has already been used as a lubricant, diode, photovoltaic cell, gas-sensor, biosensor,

and recently in dye degradation. This versatility made it a very interesting candidate

for photocatalytic water splitting. We investigated 14 novel MoS2 polymorphs to

find the most suitable one for photocatalytic and photovoltaic applications. This
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study was further expanded in paper four, where the seven most stable polymorphs

were investigated using hydrogen evolution reaction indicators. Here dopants were

introduced as an element to improve the structures’ properties.

1.3 Objectives

This project aims to improve on and find new materials for photocatalytic water splitting

that would increase solar-to-hydrogen efficiency through computer modelling and

simulations. This is done by employing a quantum approach based on first-transfer

principles utilising simulations to investigate the electronic structure, optical properties,

structural and mechanical stability, and water-splitting properties of relevant materials.

Various established and new materials for photocatalytic hydrogen production are the

main focus. In addition, studies on how to alter the optoelectronic properties of these

materials using dopants are another focused area. The project’s goal can be divided

into four objectives, described below.

Objective I (Paper A)

• To achieve deep insight into theoretical and experimental research on the most

prominent photocatalytic material TiO2 and to establish an understanding of the

challenges and opportunities with this material, which will greatly benefit the

research community.

Objective II (Paper D and E)

• Based on modelling and simulations, investigate a variety of structural MoS2

polymorphs, another prominent photocatalytic material, and investigate how

these different polymorphs would perform as materials for optoelectronic and

photocatalytic applications.

Objective III (Paper E)

• Investigate how the performance of the MoS2 could be optimised and enhanced

through doping.

Objective IV (Paper B and C)

• Carry out an in-depth computational study of new cheap and flexible perovskite

materials for photocatalytic applications and engineer their structures through

substitutional doping to achieve optimal characteristics.

1.4 Thesis organisation

This thesis consists of the theoretical background, the computational techniques we

have used and the articles we have produced. We have divided it into two sections;

Overview and Articles. The overview comprises six chapters and starts with an

introduction (Chapter 1) that establishes the context and motivation for the thesis.

Chapter 2 presents the theoretical background needed to understand our work. Within

chapter 3, the working principle of a photocatalytic device is explained along with
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the theory behind the most important indicators for suitable photocatalytic hydrogen

production materials. The computational method, software and developed tools used

in this thesis are presented and explained in chapter 4. In chapter 5, we have presented

a summary of the research articles based on this study. Finally, in chapter 6, the thesis is

concluded with a summary and suggestions for future work to be done in this exciting

field of hydrogen production. The papers are displayed in Part II.
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CHAPTER 2

THEORY

In this project, we have been focusing on nanomaterials, materials with at least one

dimension on the nanoscale (10−9
) that will be used for photocatalytic water splitting.

Due to the scale we are operating on, the project should be based on quantum mechanics,

which deals with the behaviour of matter and light on the atomic and subatomic scale.

The fundamental equation for these types of studies is the Schrödinger equation that

describes the wave functions that govern the motion of small particles and how they

are influenced by external forces. Through the Schrödinger equation it is possible to

predict the future behaviour of a dynamic system. A parallel between Newton’s laws

and energy conservation in classical mechanics can be drawn.

The Schrödinger equation was first postulated in 1925 by Erwin Schrödinger before

he published it in 1926 [44]. It is a linear partial differential equation that controls the

wave function of a quantum-mechanical system, and the time-independent form is [45]

HΨ(r) =
[
−

 h2∇2

2m
+ v(r)

]
Ψ(r) = EΨ(r). (2.1)

Where H is the Hamiltonian operator, E is the energy, v is the particle’s potential, and

Ψ is the wave function. This wave function contains all the information we can think of

for a given system. Therefore, if we could solve the Schrödinger equation for a specific

system, we could predict all the observable properties from the wave function for the

particular system. We must use the many-electron wave function for larger systems

(solids or larger atoms). For such a many-body problem, the Hamiltonian looks like

this

HtotΨ = [Tn + Te + Vnn + Vne + Vee]Ψ = EΨ (2.2)

with

Htot =−
∑
I

 h2

2MI

∇2
RI

−
∑
i

 h2

2me

∇2
ri +

1

2

∑
I,JI ̸=J

ZIZJe
2

|RI − RJ|

+
1

2

∑
i,ji ̸=j

e2

|ri − rj|
−
∑
I,i

ZIe
2

|RI − ri|
.

(2.3)
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Where the indices I and J are for nuclei, i and j are electrons, RI,J are the positions

of the nuclei, MI,J are the masses of the nuclei, ri,j are the positions of the electrons,

me are the masses of the electrons, ZI is the atomic number of nucleus I, and ZJ the

atomic number of nucleus J. The first two terms on the right-hand side of equation

(2.1) (Tn and Te) represent the kinetic energy of the nuclei and electrons, respectively;

the last three terms (Vnn, Vne and Vee) represent the Coloumbic interaction between

nuclei, electrons, nuclei and electrons. Unfortunately, the Schrödinger equation is only

solvable in a few simple cases, such as the hydrogen atom. In solid matter, the number

of particles is in the order of 1023, making it impossible to get accurate solutions with

current computing technology.

A standard approximation used to simplify equation (2.3) is the Born-Oppenheimer

approximation. It states that since the nuclei are much heavier than the electrons,

the nuclei will move much slower than the electrons. We can therefore separate the

movement of nuclei and electrons;

Ψ(r, R) = Ψn(R)Ψe(r, R). (2.4)

Here Ψn(R) is the wavefunction describing nuclei, and it only relates to the nuclei

position, while Ψe(r, R) is the electron’s wavefunction pertaining both to the nuclei and

electron position. This means that we can write the Schrödinger equation as

He(r, R)Ψe(r, R) = EeΨe(r, R),

Hn(R)Ψn(R) = EnΨn(R).
(2.5)

Ee and En are the electron and nuclei energy, respectively.

2.1 Hartree-Fock approximation

Although the Born-Oppenheimer approximation separated the nucleus and electron

wave functions, solving the Schrödinger equation for a many-body system is still

challenging. To solve this problem, Douglas Hartree proposed the Hartree method in

1928. It is a self-consistent field method, which simplifies the wave functions description

and energy calculation of the atoms and ions [46]. Hartree proposed that one could

calculate the solutions to Schrödinger’s equation for individual electrons 1, 2, 3, ..., n,

in the states a, b, c, ..., z, which would result in unique solutions for each electron. As

each Ψ is a solution to the Schrödinger equation, the product should approximate a

solution to the entire system

ΨH = Ψa(r1)Ψb(r2)Ψc(r3)...Ψz(rn). (2.6)

This method makes the system separable and reduces its complexity. However, it does

not follow the Pauli principle; two electrons cannot be simultaneously in the same

quantum state, as equation (2.6) is not anti-symmetric.

Slater [47] and Fock [48] proposed a solution to this in 1930 by introducing a Slater
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determinant to represent the wavefunction of the many-body system instead of equation

(2.6):

ΨHF =
1√
N!


Ψa(r1) Ψb(r1) · · · Ψz(r1)

Ψa(r2) Ψb(r2) · · · Ψz(r2)
.
.
.

.

.

.

.
.
.

.

.

.

Ψa(rn) Ψb(rn) · · · Ψz(rn)

 . (2.7)

The columns represent single wave functions, while the rows are electron coordinates.

We see that if any rows or columns are interchanged, the sign of equation (2.7) will

change, ensuring that the anti-symmetry principle is followed. The determinant

also guarantees that two different electrons cannot occupy the same quantum state

simultaneously because two equal rows or columns give zero value in the determinant.

In summary, the Hartree-Fock method is based on five approximations:

1. The Born-Oppenheimer approximation.

2. All relativistic effects are ignored. All the operators are non-relativistic.

3. The solution is assumed to be a linear combination of basis functions, which are

often chosen to be orthogonal.

4. A single Slater determinant is used to obtain the energy eigenfunctions.

5. Since the Hartree-Fock method uses a mean-field environment, the electron

correlation effects (how one electron’s position influences another electron) are

ignored.

The fifth approximation leads to significant deviations between experimental and

computational results, as the electron correlation contributes to the total energy. We

can define the correlation effect as

Ecorrelation = Eexact − EHF. (2.8)

The Hartree-Fock method generally overestimates the ground state energy, E0, since a

single Slater determinant is used to approximate the wave function. It is important to

add the correlation effect and calculate it properly for more accurate results. A more

robust computational method is density functional theory (DFT), developed to deal

with exchange and correlation energies. An advantage of using DFT over Hartree-Fock

is that we can include the effect of long-range, non-classical electron correlations.

2.2 Density functional theory

Density functional theory was developed in the 1960s by Kohn and Hohenberg [49],

and it was later improved on by Kohn and Sham [50]. It uses electron density as

the basic variable instead of the wave function to describe the properties of a system.

Thomas [51] and Fermi [52], in 1927, first implemented the electron density as the
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basic variable, and they assumed uncorrelated motion between the electrons. In other

words, they ignored the exchange and correlation terms we discussed earlier. In 1930,

Dirac improved the model by adding a local exchange term [53]. However, the model

fails to describe the bonds between atoms due to the crude approximations used. The

foundation for DFT is based on two theorems postulated by Hohenberg and Kohn in

1964 [49][54]

• Theorem I: For any system of interacting particles in an external potential Vext(r),
the potential Vext(r) is determined uniquely, except for a constant, by the ground

state particle density n0(r).

• Corollary I: Since the Hamiltonian is thus fully determined, except for a constant

energy shift, it follows that the many-body wave functions for all states (ground

and excited) are determined. Therefore all properties of the system are entirely

determined given only the ground state n0(r).

• Theorem II: A universal functional for the energy E[n], E[n] :=
∫
n(r)Vext(r)dr +

F[n(r)] in terms of the density n(r), can be defined, which is valid for any external

potential Vext(r). For any particular Vext(r), the exact ground state energy of the

system is the global minimum value of this functional, and the density n(r) that

minimizes the functional is the exact ground state density n0(r).

• Corollary II: The functional E[n] alone is sufficient to determine the exact ground

state energy and density. In general, the excited states of the electrons must be

determined by other means.

This means that if we want to get the system’s total energy, we first have to find the

ground state density of the system. In 1965 Kohn and Sham [50] proposed an ansatz

(the Kohn-Sham ansatz), which made it feasible to use the Hohenberg-Kohn theorems

to solve a many-body system. This ansatz drastically reduced the computing power

needed for the calculations, and today, minor calculations can be performed on a

personal computer. In 1998 Kohn received the Noble Prize in chemistry for his work on

DFT. The ansatz proposed to replace the original many-body system with an auxiliary

independent particle problem [50]. In other words, the new ansatz assumes that the

ground state density of a chosen non-interacting system is equal to that of our starting

interacting system. Following this, they introduced one of the Kohn-Sham equations:

(−
 h2

2m
∇2 + vKS(r))ϕi(r) = ϵiϕi(r), (2.9)

where vKS is the Kohn-Sham potential representing the effective external potential

where the non-interacting particles move. ϕi is the Kohn-Sham orbital function, and ϵi

is the corresponding eigenvalue. Now it is possible to find the electron density using:

n(r) =

N∑
i

|ϕi(r)|
2

(2.10)

and ∫
n(r)dr = N, (2.11)
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where N is the number of electrons in the system. We can also write the Kohn-Sham

potential, vKS as

vKS(r) = Vext(r) + e2
∫

n(r ′)

|r− r ′|
dr ′ + VXC(r), (2.12)

where EXC is the exchange-correlation potential:

VXC =
δEXC(n)

δn(r)
, (2.13)

with EXC as the exchange-correlation energy, and it and the related potential are the

only unknown terms in the Kohn-Sham approach to DFT.

Rewriting the universal functional to include the exchange-correlation energy, we get

E[n] = Ts[n] +

∫
drvext(r)n(r) + EH[n] + EXC[n]. (2.14)

TS is the Kohn-Sham kinetic energy, vext is as before the external potential acting on

the interacting system, and EH is the Hartree (or, if suitable, the Coulomb energy).

We will get the ground state density and the Kohn-Sham equations by minimising

equation (2.14) using Lagrange multipliers. Of the terms in equation (2.14), only

the exchange-correlation energy is unknown, and unfortunately, it is impossible to

get an exact value for it. Therefore, DFT does not provide an exact solution to the

Schrödinger’s equation, and we need a good approximation of EXC to get accurate

results from our calculations.

2.2.1 Exchange-correlation functionals

Two of the most common and popular approximations for EXC are the local (spin)

density approximation (L(S)DA) and the generalised gradient approximation (GGA).

The local density approximation is a simple but effective way to address the exchange-

correlation term in equation (2.14). It assumes that the exchange-correlation energy

per electron at a given point is the same as the energy of homogenous gas with the

same electron density at the same point [55]. For a non-spin polarised system, the

exchange-correlation energy is:

ELDA
XC [n(r)] =

∫
n(r)ϵXC[n(r)]dr. (2.15)

Where n is still the density and ϵXC is the exchange-correlation energy per particle.

Extending equation (2.15) for a spin-polarised system with regard to the exchange

energy is straightforward. It is unfeasible to compute exact exchange-correlation

energies, and we must use simulations (e.g. Monte Carlo) to find approximate values.

The intermediate electron density can be obtained with accurate correlation energies

through interpolation. Accounting for the spin, we get local spin density approximation

(LSDA):
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ELDA
XC [n↑(r), n↓(r)] =

∫
n(r)ϵXC[n↑r, n↓r]dr. (2.16)

L(S)DA achieves high accuracy regarding molecular geometries and vibrational fre-

quencies. However, it performs poorly when calculating bonding energies due to

underestimating exchange energies and overestimating correlation energies [56]. A

popular and better approximation is the generalised gradient approximation (GGA),

which includes density gradient corrections and higher spatial derivatives of the elec-

tron density. This makes it possible to consider the inhomogeneities of the real electron

density. Several variations and forms of GGA exist, and the three most used are pro-

posed by Becke [57] (B88), Perdew et al. [58], and Perdew, Burke and Enzerhof [59]

(PBE). The exchange-correlation energy in GGA is a generalised form of the LSDA

equation (2.16), to include correction from a density gradient∇n(r)

EGGA
XC [n↑(r), n↓(r)] =

∫
n(r)ϵGGA

XC (n↑(r), n↓(r), |∇n↑(r)|, |∇n↓(r)|, . . . )dr (2.17)

=

∫
n(r)ϵGGA

XC (n(r))FXC(n↑(r), n↓(r), |∇n↑(r)|, |∇n↓(r)|, . . . )dr.

(2.18)

Where EXC is dimensionless and ϵGGA
X is the exchange density of the unpolarised

homogenous electron gas. The difference between the various GGA forms lies in how

they treat EXC, as it can be decomposed linearly into an exchange term and a correlation

term: EXC = EX + EC.

GGA outperforms L(S)DA when it comes to predicting bond length, binding energies of

molecules, crystal lattice constants, and other lattice or energy parameters. However, it

overestimates the lattice constant of the heaviest elements and generally underestimates

the band gap. This has led to newer and more complex approximations with increased

accuracy at the cost of computing time.

2.2.2 Hybrid exchange correlation functional

LDA and GGA severely underestimate band gap values for bulk or surface systems;

thus, another approach is needed to investigate these values. A better solution is to use

hybrid exchange-correlation functionals, which incorporate an amount of the exact

exchange from the Hartree-Fock theory with the rest of the exchange-correlation energy

coming from other sources. In other words, it is a mix of exact and approximated

functionals. The ratio between exact and approximated functionals is determined

by fitting the prediction of the functional to experimental atomisation energies. To

obtain more accurate results, we have used the Heyd-Scuseria-Ernzerhof (HSE06)

exchange-correlation [60] [61] [62]

EHSE
XC = αEHF,SR

X (ω) + (1− a)EPBE,SR
X (ω) + EPBE,LR(ω) + EPBE

C , (2.19)
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where α is the mixing parameter, and ω is an adjustable parameter controlling the

short-rangeness of the interaction. In HSE06, typical values for a and ω are 0.25 and

0.2, respectively. EHF,SR
X (ω) is the short-range Hartree-fock exact exchange functional,

EPBE,SR
X (ω) and EPBE,lR

X (ω) are the short- and long-range components of the PBE

exchange functional, and EPBE
C (ω) is the PBE correlation functional. Figure 2.1 shows

an example where GGA, HSE06 and experimental values are compared. In addition, it

compares the different methods of calculating the static dielectric constant values.

Figure 2.1: Comparison of theoretical and experimental data for the (a) band gap (Eg) and

(b) static dielectric constant (κ); some reference data from other ab initio studies (LDA and

GGA) are also shown as open symbols. The solid line indicates perfect agreement with the

experiment. HSE@GGA level indicates the band gap obtained using the hybrid-functional

calculations on the band-edge points identified by GGA. Taken from Yi et al. [63].

These research reports comparing LDA, GGA and HSE06 for various materials have

shown that HSE06 calculated band gap values are in better agreement with the

experimental values than its counterparts [63]. However, for the static dielectric

constant, GGA and LDA are shown to be in good agreement with the experimental

values. Thus, it comes down to the study performed and the accuracy needed for the

results, as HSE06 calculations will take up to 100 times longer than GGA calculations.

This means that GGA is often used to screen materials and quickly get an idea about

materials’ electronic structure. In contrast, HSE06 calculations are used when a few

specific materials are investigated thoroughly.
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CHAPTER 3

PHOTOCATALYTIC WATER SPLITTING

There are several ways to produce green hydrogen, however, the majority of them

require the development of both photovoltaic cells and electrolysers. In photocatalytic

water splitting, these are combined into one material to save on cost and ecological

footprint. The aim of this chapter is to explain the general working principle of

photocatalytic hydrogen production and the most important material properties of an

efficient photocatalyst.

3.1 The principles of photocatalytic water splitting

The photocatalytic process divides water (H2O) into hydrogen (H2) and oxygen (O2)

with the help of a catalyst and natural light. This is similar to photosynthesis; the

photocatalytic process converts solar/radiation energy to chemical energy. Hence, the

working principle is quite simple: photons from the sun with energy higher than the

band gap of the catalyst are absorbed, and an electron gets excited from the valence

band to the conduction band. This creates an electron (e−) – hole (h+
) pair that may

either travel to the catalyst surface and take part in a reaction, or they could recombine

they reach the surface, resulting in no reaction. On the surface h+
oxidises water

molecules, splitting them into protons (H+
) and oxygen atoms, while the electrons

reduce the protons into molecular hydrogen. The oxygen atoms combine into molecular

oxygen. In figure 3.1, the overall process is shown, and the chemical reactions on the

surface of the photocatalyst are described by the following equations [64]:

Oxidation: H2O+ 2h+ => 2H+ + 1
2
O2,

Reduction: 2H+ + 2e− => H2

Overall reaction: H2O+ 1.23eV => H2 +
1
2
O2.

The reaction requires Gibbs free energy of 1.23 eV per electron. Unlike photovoltaic

solar cells that are limited by the detailed balance limit concerning maximum theoretical

efficiency, photocatalytic catalysts do not have a well-defined upper limit. This does

not mean that there are no limiting factors. There are several important ones that are

just not as easily summarized in one rule. The six main limiting factors are

1. Photon absorption
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2. Exciton separation

3. Carrier diffusion

4. Carrier transport

5. Catalytic efficiency

6. Mass transfer of reactants and products

These six main factors can be further divided into several other sub-factors influencing

them; see figure 3.2 for an overview. For photon absorption, the band gap and its

position are crucial factors. As mentioned, the reaction requires Gibbs free energy

of 1.23 eV per electron. Thus, the band gap must be at least 1.23 eV, or the excited

electrons will not have enough energy to start the reaction. However, experiments

have shown that an energy of 1.6 eV to 1.8 eV is needed for the reaction. Factors like

activation energy, charge transfer resistance and mass concentration make the system

less ideal and increase the required overpotential[64]. The overpotential is the potential

difference between the theoretically determined reduction potential and the potential

the reduction reaction is experimentally observed to occur at. If the band gap is set

high (> 3.0 eV), you ensure that the excited electrons will have enough energy, but you

will also lose out on roughly 85 % of the photons in the visible spectrum. In addition,

the excess energy the electrons contain will be wasted as heat since the reaction only

needs 1.6 eV to 1.8 eV. Experimental findings have found that an upper limit for the

band gap should be 2.4 eV [65]. This means that it is essential to find suitable catalysts

with a band gap between 1.6 – 2.4 eV to ensure maximum absorption of the incoming

light, which is our goal in this project.

Figure 3.1: Schematic energy diagram of photocatalytic water splitting. 1) photons with the

appropriate band gap are absorbed and excite electrons to the conduction band. 2) The electrons

and holes will travel to the material’s surface, usually to a catalyst. 3) The holes oxidize water

molecules into oxygen and protons, while the electrons reduce protons into hydrogen gas.
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The exciton binding energy is the energy required to ionize an exciton from its lowest

energy state [66], where an exciton is the bound state of an electron and a hole. Two key

factors influencing the exciton binding energy are the effective masses (explained in

section 3.3.2) and the material’s dielectric constant, two values that DFT can accurately

calculate. The goal is to minimize the exciton binding energy within a material. Carrier

diffusion and transport are the third and fourth properties that must be maximized. It

is vital that the excited electrons and holes make it to the material’s surface and do not

get stuck on defects or recombine on their way.

Figure 3.2: The six main factors limiting photocatalytic water splitting and the timescale they

work on. Taken from [67].

Electrocatalytic activity is what separates photocatalysts from other semiconductors and

solar cells. It is the material’s ability to use the absorbed solar light to perform chemical

reactions on its surface. In the water-splitting reaction, the photogenerated charge

carriers are consumed to split water molecules into hydrogen in a redox reaction. The

catalytic efficiency looks at what makes this process as efficient as possible, assuming

that charge carriers have made their way to the catalysts. So far, the primary focus has

been on handling photons in bulk materials and on the material surface. However,

the mass transfer of reactants and ions cannot be ignored if photocatalytic hydrogen

production is to be commercially viable. If, for example, the ion transportation rate is

too high, it can easily lead to the depletion of reactants, heavily decreasing efficiency.

This shows that creating and improving photocatalysts for photocatalytic water splitting

is a complex and challenging task. Several catalyst properties need to be optimized,

and you will often find that improving one affects another. Computer simulations can

be used as a cost-effective tool to investigate specific properties of a material or several

thousands of materials. In this work, we have used several different indicators (table

3.1), for each limiting factor discussed in this chapter to help determine if a material is

suitable for photocatalytic water splitting.
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Limiting factors Indicators in this work
Photon absorption band gap, Band position, Absorption coefficient, and Refractive index

Exciton separation Effective mass and Dielectric constant

Carrier diffusion Effective mass

Carrier transport Effective mass

Catalytic efficiency d-band and Gibbs free energy

Mass transport Not looked at in this work

Table 3.1: The table shows how we have investigated the factors that would limit the efficiency

of a photocatalyst.

3.2 Stability

In addition to these factors, we have also investigated the mechanical and dynamical

stability of the materials to ensure that the materials could be synthesised and used in

lab/small/large scale test facilities. The mechanical properties are calculated using a

generalised Hooke’s law, which in Voigt notation simplifies to

σi =

6∑
j=1

cijϵj, (3.1)

where σ is the stress response for a solid when an external load ϵ is applied. This

means that the strain or stress is represented by a 6x6 symmetric matrix, where only six

components are dependent. This is called the stiffness matrix, Cij, and can be calculated

using first-order derivatives of stress-strain curves. Through these derivatives, we can

determine if a material is mechanically stable, i.e. the material’s ability to withstand

shear and strain forces. Using phonon calculations, we investigated the dynamical

stability, i.e. that the atoms are at local minima and will stay there after synthesis. This

is important as a dynamically unstable material will not last long after synthesis, if it

even can be created.

3.3 Electronic properties

The electronic structure and properties are vital when looking into the photocatalytic

capability of a material. They describe the state and behaviour of the electrons in a

material.

3.3.1 Band structure
In an atom, the electrons move in orbitals around the atomic nucleus, where each

orbital represents a discrete energy level. The electrons cannot have an energy level

corresponding to anything other than these orbital. These orbital will be affected by

nearby atoms, both bonded and unbonded atoms, and the energy levels will be shifted

as a consequence. New orbitals with slightly different energy will be formed. Figure

3.3 illustrates how the number of neighbouring atoms, n, affects the electron energy

level structure. Starting off with clearly discrete energy levels for a single atom that
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evolves into continuous bands as the number of neighbouring atoms,n, increases, and

we end up with a solid.

In general, the electrons are in the ground state. That is the energetically lowest possible

band, and they will always fill up a band completely before entering a new one. The

outermost energy band with electrons is called the valence band, and the innermost

empty energy band is called the conduction band. An electron can move across this

gap, called the band gap and measured in eV, if it absorbs energy equal to the band gap

height. Photovoltaic solar cells and photocatalytic water splitting utilise this property

of a semiconductor to absorb solar light and convert it into electricity. We can also use

the separation of the valence and conduction band to differentiate between conductors,

semiconductors and insulators. See figure 3.4 for a schematic illustration.

Figure 3.3: The energy of electrons around an atom is split into discrete energy levels. The

energy difference between the levels decreases as several atoms are brought together to form a

crystal lattice. In the end, a continuous band is formed, in contrast to the discrete levels atoms

would have. However, a gap between energy levels that are far enough away from each other

can still exist.

A conductor has overlapping valence and conduction bands. In other words, the

electrons can move freely in the crystal structure. Due to this, conductors have high

conductivity, and most metals are in this category. When a band gap separates

the valence and conduction bands, the electrons need extra energy to move around

in the crystal structure. The larger the gap, the fewer electrons can move into the

conduction band. Materials with a small band gap (< 3.5 eV) are called semiconductors,

while materials with a large band gap are called insulators (e.g. glass and rubber).

As mentioned in chapter 3.1, we are looking for semiconducting materials with a

band gap in the range of 1.6 eV to 2.4 eV. We employ GGA and HSE06 exchange-

correlation functions for these calculations, which are explained in chapter 2.2.1 and

2.2.2, respectively.
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Figure 3.4: Schematic showing the difference between insulators, semiconductors and conduct-

ors

3.3.2 Effective mass

One can use the effective masses of electrons and holes to describe the charge mobility,

electrical resistivity, and free-carrier optical response. These are essential factors when

determining if a material is suitable for photocatalytic applications. In the Drude

model, electron and hole mobility is given as

µ =
qτ

m∗ , (3.2)

where q is the charge, τ is the scattering time of a charge carrier, and m∗
is the effective

mass. From equation (3.2), we see that low effective mass corresponds to a high charge

carrier mobility, which corresponds to a high conductivity for the material. Therefore,

we want a low effective mass for our materials.

3.4 Optical properties

How a material interacts with light is defined by its optical properties, and the complex

optical dielectric function ϵ(ω) = ϵ1(ω)+ iϵ2(ω) shows how the optical properties are

dependent on the incident wavelength of light. ϵ1 and ϵ2 are the real and imaginary

dielectric functions, respectively. It is defined as the system’s linear response to

electromagnetic radiation and describes radiation propagation in a medium. In this

work, we have focused on the absorption coefficient, as it determines how far into the

material light of a specific wavelength will travel before it is absorbed. A material with

a low absorption coefficient will absorb light poorly and will not be a good candidate

for photocatalytic water splitting. The goal is to find a material with a high absorption

coefficient in the visible light region to ensure maximum absorption of the incoming

solar radiation.
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3.5 Water splitting properties

3.5.1 d-band model

Understanding the interaction between the adsorbate and the d-electrons of the

transition metal surface is essential. One of the most used models to describe this

interaction is the d-band model developed by Hammer and Nørskov [68][69][70].

The model approximates the bond formation at the surface of a transition metal and

describes the interaction between the valence states of the adsorbate and the s and d
states of the surface. Hammer and Nørskov [68] claim that the variation in adsorption

energy for various transition metal surfaces stems from an upward shift of the d-band

centre concerning the Fermi energy. The stronger the upward shift, the stronger the

binding energy, as the upward shift makes it possible for a larger number of empty

anti-bonding states to form. Hence, a downward shift of the d-band centre regarding

the Fermi energy could indicate good catalytic properties. The model has limitations

for systems with high spin polarisation or complex structures and needs to be expanded

upon in those cases [71].

3.5.2 Gibbs free energy

Photocatalytic water splitting can be divided into two half-reactions: hydrogen evolu-

tion reaction (HER) and oxygen evolution reaction (OER). The overall HER can follow

two different trajectories: Volmer-Tafel and Volmer-Heyrovsky. The first step, the

Volmer step, is similar for both paths, and here the protons are reduced to produce

adsorbed hydrogen on the material surface. Following this step, the reaction can either

follow the Tafel or the Heyrovsky route. In the Tafel reaction, two adsorbed hydrogen

atoms on the material’s surface will combine into a hydrogen molecule. The Heyrovsky

reaction, on the other hand, produces a hydrogen molecule using a proton from the

surrounding water and an adsorbed hydrogen atom from the surface. The adsorption

energy of the hydrogen on the surface plays a vital role in determining the catalytic

activity of a material. The adsorption energy of a material is linked to the Gibbs free

energy (∆GH) [72] [73]

∆GH = Eads − ∆EZPE − T∆SH, (3.3)

where Eads is the adsorption energy, ∆EZPE is the zero-point energy difference between

H2 in the adsorbed state and the gas phase state with its values ranging from 0.01 to

0.04 eV, and T∆SH is the entropy changes for finite variations at constant temperature T.

We can approximate the value for the last two terms so that we can rewrite equation

(3.3) to [74]

∆GH = Eads + 0.24eV. (3.4)

This means we can evaluate the Gibbs free energy only needing to calculate the

adsorption energy. This can be done as follows:
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Eads
H = ET [system+H] − ET [system] −

1

2
EH2

. (3.5)

Where ET [system +H] represents the total energy of the material in addition to the

energy of an adsorbed H atom, ET [system] is the energy of the material without any

adsorbed hydrogen, and EH2
is the energy of a hydrogen molecule in the gas state.
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CHAPTER 4

COMPUTATIONAL METHODS

In this study, we apply atomic models, employ mathematical tools and develop/use

scripts/software to solve complex cross-disciplinary problems associated with materials

at the nanoscale. The entire project exists in the cross-section of computer science,

physics, mathematics, material science and chemistry. Modelling and simulations

investigating these materials’ optoelectronic and photocatalytic properties require a high

amount of computer memory, efficient algorithms and mathematical approximations

to reduce the computing time. To solve the many-body Schrödinger equation, we

developed our own scripts, and we use them along with the Vienna ab-initio simulation

package (VASP) [75] [76] [77]. VASP is a tool that models materials on an atomic scale

from first principles and can e.g. be used for electronic structure, optical properties, and

structural stability calculations. We have employed DFT and the Kohn-Sham equations

or hybrid functionals depending on our system and needed accuracy. VASP uses

plane-wave basis sets to express quantities like the one-electron orbitals, the electronic

charge density and the local potentials. To study the interaction between the electrons

and ions, we used the PAW method [78]. VASP only provides raw data that must be

processed and analysed. In this comprehensive study, various computational tools for

pre- and post-processing the data achieved from VASP are used and developed. The

fundamental physics behind the concepts explained here is covered in chapter 3.

4.1 Computational tool - VASP

To solve the Kohn-Sham equation (2.14) as seen in chapter 2, we employ several

minimization algorithms. These algorithms are based on the conjugate gradient

scheme [79][80], block Davidson scheme [81][82], or a residual minimization scheme

that is a direct inversion of the iterative subspace (RMM-DIIS) [83][84]. Algorithms

are implemented using an iterative matrix-diagonalisation scheme, while the charge

density is a mix of Broyden/Pulay mixing schemes [84][85][86].

In general, VASP uses the self-consistent field method to calculate a system’s electronic

ground state energy. Figure 4.1 shows an example of such a flow. The input charge

density (ρin) and wavefunction (ϕin) are quantities chosen before the calculation is

started and are independent values. These values are then used to set up the potentials,

Hamiltonian, and wave functions. Then the wave functions are optimised iteratively
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in an attempt to get them as close as possible to the exact wave functions of this

Hamiltonian. After the wave functions have been optimised, they are used to calculate

a new charge density mixing it with the input charge density. This loop continues until

the input charge density, and new charge density converge to a preset criterion. When

convergence is reached, the ground state energy can be used to calculate properties

such as band energies, forces, optical properties and more.

Due to the way the conjugate gradient and the residual minimization scheme calculate

the Kohn-Sham eigenfunction, they do not recalculate the exact values but rather

a random linear combination of the eigenfunctions to the lowest Kohn-Sham or

Quasiparticle orbitals, an additional subspace diagonalisation is required. Here the

Hamiltonian is diagonalised in the subspace spanned by the trial wave functions, and

the wave functions are transformed accordingly:

⟨ϕj|H|ϕi⟩ = Hij, HijUjk = ϵkUik, ϕj ← Ujkϕk. (4.1)

Figure 4.1: Flowchart showing the self-consistent cycle VASP follows in their calculations of the

electronic ground state.
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4.2 Crystal symmetry

The number of electrons in a material is too high to model with the Schrödinger

equation, even when using DFT and the "Kohn-Sham equations as described in chapter

2 to model the Schrödinger equation. However, infinite crystals have periodic potentials.

In other words, it is invariant under a lattice translation T, and through the translational

symmetry of the crystal, the solution of the Kohn-Sham equations in one part of the

system can give the solution for the entire system:

V(r + T) = V(r), (4.2)

T = m1a1 +m2a2 +m3a3. (4.3)

Where the ai are the real-space Bravais lattice vectors that span the entire crystal, and

mi are integers. Bloch proved that the eigenstates could take the form of a plane wave

multiplied by the periodicity of the Bravais Lattice:

Ψk(r + T) = eik,TΨk(r). (4.4)

k is the Bloch wave vector. This makes it possible to rewrite the one-electron function

and characterise it and the corresponding eigenvalues ϵn with k as:

H(r)Ψn(k; r) = ϵn(k)Ψn(k; r), (4.5)

where n is now the quantum number. If the wave vector corresponds to the reciprocal

lattice vector

g = 2π(n1b1 + n2b2 + n3b3) (4.6)

where ni are integers and bi are the reciprocal lattice’s basis vectors, the phase factor

will be 1. This means that for k = g we get

eik.T = eig,T = e2πimini = 1. (4.7)

Hence, if the real space is periodic, then the reciprocal space (k) will also be periodic

and an electron state with the wave vector

k ′ = k + g (4.8)

will satisfy the Bloch theorem; a solution to the Schrödinger equation in a periodic

potential will take the form of a plane wave modulated by a periodic function. Therefore,

we do not have to consider the vectors when describing the electronic structure of

materials. It is enough to use the wave vectors inside the Brillouin Zone. That is,
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wave vectors in a uniquely defined primitive cell in the reciprocal space. There are

also rotational symmetries in addition to the translation symmetries, reducing our

problem. The smallest symmetry-independent section of the Brillouin zone is called

the irreducible Brillouin zone, and we only have to find solutions to our equations

within the irreducible Brillouin zone for electronic structures.

4.3 Electronic properties

4.3.1 Band structure

The band structure of a material describes the eigenvalues of the orbitals, in our case,

KS or QP orbitals, throughout the Brillouin zone. For a thorough explanation of the

band structure, see chapter 3.3.1. Generally, the Kohn-Sham orbitals and eigenenergies

are computed along a reciprocal space path connecting with high-symmetry points in

the irreducible Brillouin zone. In other words, it is a regular calculation solving the

Kohn-Sham equation, see chapter 2.2.1 and 2.2.2 for the details, following a specific

path to ensure that we encapsulate the band minima, maxima etc. In addition, the

band structure is closely related to the crystal structure.

4.3.2 Density of states

The density of states (DOS) is the number of different states at a specific energy level

that electrons can occupy. Based on the Pauli principle and the fact that the total energy

of a material is always minimized, the eigenstates with their respective values ϵi(k) are

filled from the bottom and up. That is, the eigenvalue with the lowest energy is filled

first. The energy corresponding to the highest filled eigenstate is the Fermi energy (EF)

and is given as

N =

∫ϵF

−∞ D(ϵ)dϵ. (4.9)

N is the number of valence electrons, and D(ϵ) is the density of states. We calculate

the DOS as

D(ϵ) =
2

8π3

∫
S(ϵ)

dS

|∇ϵ(K)|
(4.10)

and the integral is taken over a surface of constant energy, S(ϵ), in the irreducible

Brillouin zone.

4.3.3 Effective mass calculations

To calculate the effective mass for the electrons and holes in our structure, we have

used the effective mass calculator created by Fonari and Sutton [87]. See chapter 3.3.2

for the physical explanation of effective mass.
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The effective mass is defined as [45]:(
1

m∗

)
ij

=
1
 h2

δ2En(k)
δkikj

, i, j = x, y, z. (4.11)

Where x, y, and z are the directions in the reciprocal Cartesian space, and En(k) is the

dispersion relation for the n-th electronic band. For covalently bonded group III-IV

semiconductors En(k) at the band maximum, or minimum, can be approximated by a

parabola [87]:

En(k) = α1k
2
x + α2k

2
y + α3k

2
z, (4.12)

which means that the effective mass for these semiconductors can be calculated as:

m∗
xx =

 h

2α1

,m∗
yy =

 h

2α2

,m∗
zz =

 h

2α3

. (4.13)

Unfortunately, for organic semiconductors, it is not always possible to fit the band to a

quadratic polynomial. To find the effective mass for these materials, the derivatives

in equation (4.11), we must evaluate them numerically. Using the finite difference

method, the right-side symmetric tensor in equation (4.11) is [87]:

d2E

dk2
=


d2E
dk2

x

d2E
dkxdky

d2E
dkxdkz

d2E
dkxdky

d2E
dk2

y

d2E
dkydkz

d2E
dkxdkz

d2E
dkydkz

d2E
dk2

z

 . (4.14)

The second and mixed derivatives are calculated using a five-point stencil with an

error on the order of O(h4) [88]. From this, it follows that the effective mass of organic

semiconductors can be calculated as the inverse of the eigenvalues of equation (4.14),

while the eigenvectors are the direction of the effective mass component. We can

perform the needed calculations by extracting the eigenvalues from an appropriate

VASP calculation [4.11].

4.4 Optical properties

The importance of optical properties with regard to photocatalytic water splitting is

discussed in chapter 3.4. Evaluation of the optical properties of a material is based on

the complex dielectric function

ϵ(ω) = ϵ1(ω) + iϵ2(ω), (4.15)

where ϵ1 and ϵ2 are the material’s real and imaginary dielectric functions, and ω is

the photon frequency. For a simplified system, the local field effects for the dielectric
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function are ignored, and the imaginary part of the dielectric function can be written

as [89]:

ϵ2(ω) =
4π2e2

Ω
lim

q→0

1

q2
×

∑
c,v,k

wωkδ(Ec − Ev −ω) |⟨c |e · q| v⟩|2 . (4.16)

Here |⟨c |e · q| v⟩|2 is the integrated optical transitions from the valence states (v) to the

conduction states (c), e is the polarization direction of the photon, q is the electron

momentum operator, and Ev and Ec are the valence band and conduction band energies

respectively. The integration over k is performed by summation over special k-points

with a corresponding weighting factor ωk [90]. By using the Kramers-Kronig relation,

the real part of the dielectric function is given by

ϵ1(ω) = 1+
2

π
P

∫∞
0

ϵ2(ω
′)ω ′

ω ′2,−ω2 + iη
dω ′, (4.17)

where P is the principle value and η is the complex shift parameter [90]. After a

simulation, we can extract the values for Ev and Ec and thus compute the dielectric

functions. Now that the equations for the dielectric functions are established, it is

possible to calculate the frequency-dependent linear optical spectra, which is the

absorption coefficient (α(ω), refractive index n(ω), extinction coefficient k(ω), energy-

loss function L/ω), and reflectivity R(ω) [91]:

α(ω) =

√
2ω

c

[√
ϵ2
1(ω) + ϵ2

2(ω) − ϵ1(ω)

]
, (4.18)

n(ω) =

√√
ϵ2
1 + ϵ2

2 + ϵ1

2
, (4.19)

k(ω) =

√√
ϵ2
1 + ϵ2

2 − ϵ1

2
, (4.20)

L(ω) = Im

(
−1

ϵ(ω)

)
=

ϵ2

ϵ2
1 + ϵ2

2

, (4.21)

R(ω) =
(n− 1)2 + k2

(n+ 1)2 + k2
. (4.22)

Where c is the speed of light in a vacuum. We utilised VASPKIT [90] for these

calculations, which is a tool that can perform high-throughput analysis of a variety of

material properties from the raw data produced by VASP.
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4.5 d-Band model

We use the d-band model as an indicator for an efficient photocatalyst and explain in

detail how it works in chapter 3.5.1. To calculate the d-Band, ϵd, center we use the

following equation [90]:

ϵd =

∫∞
−∞ nd(ϵ)ϵdϵ∫∞
−∞ nd(ϵ)dϵ

(4.23)

where nd(ϵ) is the d-band density, ϵd is the d-band energy and nd(ϵ)dϵ is the number

of transition metal d-states. These values are easily extracted from the output files after

a density of state (DOS) calculation using VASP, and equation (4.23) is then solved

using tools such as excel, python and originlab.

4.6 Phonon calculations

As described in chapter 3.2 we use Phonons to evaluate the dynamical stability of a

material. These calculations are performed by doing a Taylor expansion of the total

energy E in terms of the ionic displacement,

uIα = rIα − r0Iα, (4.24)

around the equilibrium positions of the nuclei r0Iα. This looks like

E(r) = E(r0) +
∑
Iα

−FIα(r0)uIα +
∑
IαJβ

ϕIαJβ(r0)uIαuJβ +O(r3) (4.25)

with FIα being the atomic forces and ϕIαJβ the second-order force constants. If the

forces are zero and the structure is in equilibrium, then we find the normal modes of

the vibration of the system from the eigenvalue problem:

∑
Jβ

1√
MIMJ

ϕIαJβe
iq·(rJ−rI)(q)ϵJβ,v(q) = ω(q)2ϵJα,v(q) (4.26)

where ϵJα,v(q), the normal modes with corresponding frequencies ω(q)2, are the

phonons in the adiabatic harmonic approximation. The second-order force constants

we calculated using the supercell approach with either finite-differences or density

functional perturbation theory.

4.7 Development of efficient numerical methods

Performing quantum mechanical calculations of nanomaterials based on DFT is a

computer-time demanding exercise. Developing efficient numerical methods for

reducing computing time is one of the prime concerns of this study. By generalising the
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pseudopotentials and linear augmented plane waves, it is possible to save on computer

power without reducing the accuracy of the calculations.

According to Bloch’s theorem, solutions to the Schrödinger equation with a periodic

potential will take the form of periodic plane waves [45]. Therefore, we can use

plane waves to describe the tight bonding between the core orbitals and the rapid

oscillations of the wave function in the core region. The large amount (>10 000) of

plane waves needed for accurate results makes it computationally expensive to perform

electronic structure calculations. A successful way of reducing the number of plane

waves is to ignore the core electrons; they will be frozen during the calculations, as the

valence electrons are important for most electronic, optical and physical properties.

This is called the pseudopotential approximation, where the pseudopotential with

only active valence electrons (core electrons are frozen) replaces the original potential

[92][93][94][95]. The difference between the all-electron and pseudoelectron potential

is shown in figure 4.2. The wavefunction oscillates rapidly in the core region due to the

strong ionic potential, which differs from the pseudopotential. However, as the radius

increases, we see that the two potentials overlap.

Figure 4.2: Schematic illustration of all-electron (solid lines) and pseudoelectron (dashed lines)

potentials and their corresponding wave functions. Taken from [96]

.

Blöchl further improved the pseudopotential approximation by combining it with

the linear augmented-plane-wave (LPAW) method [97]. The projected augmented

wave method describes the wave function using atomic and pseudo-atomic orbitals at

each atom, in addition, to the plane waves. It uses plane waves to describe the wave

function’s bonding and tail region. At the same time, the expansion of the atomic

orbitals allows for an accurate description of the wave function near the nucleus. The

34 Chapter 4



4.8 Pre- and post-processing

PAW method does not determine the coefficient of the atomic orbitals variationally.

Instead, they are unique functions of the plane wave coefficients. By doing this, one

no longer needs to perform two electronic structure calculations, one for the plane

waves and one for the orbitals. If it was possible to get a complete and exact expansion

of the atomic orbitals and plane waves, then PAW could find the exact DFT energy.

PAW was developed to increase computational efficiency while keeping the accuracy

of the calculations. This means we can use it on solids, surfaces and molecules as the

limitations of the plane wave basis sets regarding periodic systems (crystals) can be

overcome by making large enough unit cells and decoupling long-range interactions.

4.8 Pre- and post-processing

VASP is an extremely powerful tool, but to employ it efficiently, a wide range of scripts

must be developed both for pre- and post-processing of data, as VASP provides only

the raw data. . The output data must be analysed and used in further calculations

before it is presentable. In addition, suitable input files must be created to ensure

accurate and correct calculations. We have used a wide range of tools and in-house

produced scripts, which are discussed and explained in this chapter. These tools have

been chosen to speed up pre-and post-processing, as there is no reason to reinvent the

wheel daily. After the data has been processed using these tools, it is analysed using a

mix of chemistry and physics to understand the results. For example, what does a band

gap of 1.8 eV signify, how does it affect our material’s solar absorption, or what do the

IR spectra tell us? Chapter 3 explains some of the essential factors and properties we

have looked into and explains the mathematics, physic and chemistry behind them.

4.8.1 Scripts

Based on our research group’s expansive database of cross-disciplinary knowledge,

we have created scripts and computing tools that simplify and improve the pre- and

post-processing related to our calculations. Most scripts are written in Python, taking

advantage of the vast amount of available packages. The complexity of the scripts vary

from the simpler ones to create supercells needed for calculations of larger structures

to more complex ones used for K-point generation and bandstructure plots.

4.9 High-performance computing

To simulate larger systems (more than 2-3 atoms) with VASP, we need to use super-

computers organised in clusters. A supercomputer is a computer made up of several

central processing units (CPUs) that use parallel processing instead of serial processing

as a regular computer does and helps to perform high-performance computing. The

CPUs are then grouped into groups of nodes and memory. These nodes use paral-

lel processing to communicate with each other when solving problems. In general, a

supercomputer is much more powerful than a regular computer, and the processing

speed is measured in floating point operations per second (FLOPS).
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4.9.1 Parallelization
For the supercomputer to do several calculations at once, the calculation process has to

be split into several small processes that can be done simultaneously. In VASP, this is

done by distributing the number of bands over the available message-passing interface

(MPI) ranks, where a rank corresponds to a process participating in the overall parallel

communication. The number of bands is controlled by the tag NBANDS, specifying

the total number of Kohn-Sham (KS) or Quasi-Particle (QP) orbitals in the calculation.

In addition, it is possible to add parallelization of the Fast Fourier Transformations

(FFTs), parallelization over k points, and parallelization over separate calculations

depending on your need. For efficient parallelization, it is important to keep processes

that need to communicate on the same node, where a node is a physical entity made

up of several CPUs and potentially graphical processing units (GPUs). This is because

communication between nodes is slower than communication within one.

For example, when a calculation with 20 ranks on two nodes is run, VASP expects rank

1-10 on node 1 and rank 11-20 on node 2. However, with the wrong tags in the input

files, it is possible to place, for example, all odd ranks on node 1 and all even ranks on

node 2. This results in cross-node communication for every parallel FFT performed by

VASP and severely reduces the calculation’s performance.

4.9.2 High-performance computing facilities
In Norway, the high-performance computing facilities are managed by the Norwegian

research infrastructure services (NRIS), providing access to the national supercomputer

clusters. In this project, we used the supercomputer cluster Stallo at UiT and Saga at

NTNU. The clusters are managed by Sigma2, which has the strategic responsibility

for and manages the national e-infrastructure for large-scale data- and computational

science in Norway. Table 4.1 show some key information about the two supercomputer

clusters.

Details Saga Stallo

Number of Cores 16064 11424

Number of nodes 364 632

Total max FLOPS 645 Teraflop/s (CPUs) + 160 Teraflop/s (GPUs) 312 Teraflop/s

Total memory 97.5 TiB 26.2 TiB

CPU hours used 569921 NA

Table 4.1: The table shows some key information about the supercomputer clusters Saga and

Stallo

From the data in table 4.1, we see that Saga was a clear upgrade from Stallo with respect

to computing speed, cores and memory. Thus increasing the speed of our calculations

and making it possible to investigate larger systems.
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CHAPTER 5

SUMMARY OF STUDIES

This chapter contains a summary of the five papers included in this thesis. This is a

highly complex field, so it is essential to look at theoretical and experimental work to

understand the field entirely. With this in mind, we started working on the review

article as an independent and comprehensive article, and not an introduction to this

thesis. The resulting article is clearly important to the field, with more than 5000 views

and 75+ citations. Our findings in this article laid the foundation for our future work as

it ties together the various difficulties TiO2 photocatalysts face and potential solutions.

One material, which shows great promise as a photocatalyst is perovskites, and for

that reason, our next two articles focused on them. Although our studies confirm their

potential, we also identify some remaining issues that need to be solved. Another

promising candidate for photocatalytic water splitting emerging from the review is

MoS2, which is well established as a lubricant, diode, catalyst and in photocatalytic dye

degrading in industry. Hence, we decided to look further into its optical, electronic,

structural and photocatalytic properties in our fourth and fifth article.

5.1 Paper A: TiO2 as a photocatalyst for water splitting – an exper-
imental and theoretical review

In this study, we reviewed state-of-the-art experimental and theoretical research on

TiO2 based photocatalysts in this study. The goal was to identify challenges and

problems that must be dealt with for the field to advance. Since the 1970s, TiO2 has

been one of the most used photocatalysts due to several attractive properties, low cost,

chemical stability, availability, and non-toxicity. However, it also sports a wide band

gap of 3.0 - 3.2 eV which reduces the amount of visible light absorbed by the catalyst. In

general, TiO2 exists in several stable polymorphs, where the most common are rutile,

brookite, anatase and amorphous. Rutile and anatase are most commonly used for

photocatalytic water splitting. Several attempts have been made to alter the electronic

and optical structure of TiO2 using dopants, nanostructures, particles, or thin films.

Based on the collected data from experimental work, we observe a clear trend toward

complex structures that consists of several different layers, materials and nanostructures,

e.g. CuO@TiO2 nanowires, Ni-doped TiO2 nanotubes, or graphene QDs decorated

rutile TiO2 nanoflowers. This has proven very effective, resulting in a band gap of 2.15
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eV using a S− TiO2/S-reduced graphene oxide catalyst. Unfortunately, the complex

structures increase the cost and difficulties of achieving large-scale production. In

addition, there is uncertainty during the synthesis of the photocatalysts concerning the

exact composition and structure of the compound. The properties of the compound

will also be affected by the deposition technique used. This makes it difficult to verify

and compare the different structures.

Theoretical studies, on the other hand, have focused more on using dopants and more

straightforward nanostructures on anatase TiO2. For example, a band gap of 2.15 eV

was achieved by co-doping TiO2 with sulphur and niobium. Theoretical work is limited

by the available computing power, which reduces the size and complexity of structures

investigated structures. However, creating the exact structure one wants to investigate is

possible. Therefore, we can investigate specific structures, reactions, and how changes

to the structures influence relevant properties. We identified four significant obstacles

TiO2 based photocatalytic water splitting has to overcome before it can be a low-cost

and efficient way of producing hydrogen. The first challenge is a lack of standardised

measurement settings for hydrogen production rates. Researchers will, for example,

use different light sources, water solutions, potentials, and co-catalyst when measuring

production rates. This makes it difficult to compare results and determine the better

compound. For theoretical work, there is no exact calculation for hydrogen- and oxygen

production rates. However, several alternatives are good indicators of HER and OER.

The second challenge is TiO2 itself and its wide band gap. As seen above, solutions to

narrow it exist but are complex and challenging to synthesise. This makes large-scale

production facilities unfeasible. The third challenge is the lack of cooperation between

theoretical and experimental work. Both approaches have weaknesses and strengths,

and combining them can achieve higher solar-to-hydrogen efficiency. Theoretical

simulations can be used to screen thousands of materials quickly and investigate the

fundamental processes of photocatalytic water splitting. Experimental work can use

this knowledge to verify and develop new catalytic structures. The last challenge is the

lack of scalable hydrogen production facilities. So far, most experiments are done at a

lab scale and the larger ones that exist only have a solar-to-hydrogen efficiency of 1.8%.

Several issues, such as gas separation, catalyst lifetime and efficiency, must be solved

before we can produce a prototype facility.

Based on our findings here we decided to investigate perovskites, papers B and C, and

MoS2, papers D and E, further as they have intriguing optical and electronic properties.

5.2 Paper B: band gap engineering in CsSnxPb1-xI3 and their influ-
ence on light absorption

The main purpose of study B [98] was to increase the efficiency of perovskite photo-

voltaics through band gap engineering of CsSnxPb(1−x)I3, where x = 0.5 and x = 1.

We used density functional theory with hybrid functionals to investigate the elec-

tronic, optical and structural properties of CsPbI3, CsSnI3 and CsSn0.5Pb0.5I3. First,

we looked into the different polymorphs’ structural composition and relative stability.

This ensures that our structures match experimental work and that we use the most

38 Chapter 5



5.3 Paper C: Cs2AgBiBr6 as a mixed anion perovskites for photovoltaic applications:
A first-principle study

stable structure for further calculations. CsSnI3 exists in four different polymorphs;

depending on temperature and pressure, it can change between them. Since the en-

ergy difference between the four polymorphs is quite small, we included all of them

in our study. It has been proven experimentally that it is possible to synthesise all of

them. For CsPbI3 we found two structures, one of them is an orthorhombic structure

at room temperature, and the other is a cubic structure when at higher temperatures.

CsSn0.5Pb0.5I3 is a new and unknown crystal structure. However, our model predicts

it to be an orthorhombic Sn2S3-derived structure at ambient conditions. We invest-

igated the band structures for the low-energy polymorphs using HSE06 to find their

band gap values and if they are direct or indirect band gaps. Direct band gaps are ideal

for photovoltaic applications as they ensure efficient electron-hole transport. Three of

the CsSnI3 structures have direct band gaps, while the last has an indirect gap. CsPbI3
has a direct band gap for both structures, although the band gap value is more than

double that of CsSnI3. CsSn0.5Pb0.5I3 was very interesting as we observed an indirect

band gap between Y-H and Z-D, see figure 5.1. However, the minimum electron/hole

jump distance is at Z-D. In other words, this material can function as a direct band gap

material.

Figure 5.1: Calculated band structures for the stable orthorhombic structures of a) CsSnI3, b9

CsPbI3 and c) CsSn0.5Pb0.5I3

From the absorption spectra, we found that CsSnI3 primarily absorbs light in the blue

and ultraviolet region, while CsPbI3 absorbs in the ultraviolet region. CsSn0.5Pb0.5I3
we expected to behave similar to its components, but were surprised to find the

absorption peak blue-shifted compared to CsSnI3 and CsPbI3.

In short, we demonstrated that combining perovskites leads to completely new elec-

tronic and optical structures. This could make combining various compounds in the

hunt for improved photovoltaic efficiencies viable.

The work on perovskites was expanded upon in two more papers as we wanted to look

at lead-free perovskites and see how we could alter their properties by changing one

compound.

5.3 Paper C: Cs2AgBiBr6 as a mixed anion perovskites for photo-
voltaic applications: A first-principle study

As a continuation of our work on perovskites in study B, we decided to look at a

lead-free perovskite, Cs2ABiBr6, to avoid the toxicity and long-term stability issues
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of lead-based perovskites. Cs2ABiBr6 has, in other studies, proven to have good

thermal and ambient stability, high hole mobility, and it is a semiconductor. At

room temperature, Cs2ABiBr6 exists in a cubic structure (Fm-3m), while at 122 K a

phase transition to a tetragonal structure (I4/m) occurs. This phase transition could

also be induced by increasing the pressure to 4.5 GPa. Thus, we investigated both

structures to see how the phase transition would influence their optical and electronic

properties. Both structures were mechanically stable, while only the tetragonal phase

was dynamically stable. This means that the cubic phase could be a metastable phase,

while the tetragonal phase is a stable structure. This was backed up by comparing the

total energy of both structures, where the tetragonal structure had a lower total energy

than the cubic one. In addition, both of the structures were found to be ductile. Our

band gap calculations confirm that both structures are semiconductors with an indirect

band gap. Based on HSE06 calculations the band gaps are 1.97 eV for cubic Cs2ABiBr6
and 2.4 eV for tetragonal Cs2ABiBr6, which is in good agreement with previous studies.

We also calculated the effective mass to investigate the structures’ charge mobility,

and found that both structures have higher electron mobility than hole mobility. This

is expected as holes have a higher mass than electrons. Finally, we calculated the

chemical bonding of the structures to get a better idea of the charge distribution. It

was clear that the charge resided in the vicinity of the nuclei and that this was similar

for both the cubic and tetragonal structures. Both ionic and covalent bonding was

seen, indicating that Cs2ABiBr6 is a mixed bonding material. Using first-principle

calculations, we found that the cubic and tetragonal structure of Cs2ABiBr6 could

have potential in optoelectronic applications. Further work is needed to investigate

the structures’ optical and photocatalytic properties. As an extension to this work, we

studied Cs2ABiX6 with X = Br, Cl, F and I to see how the different halide substitutions

would affect optical and electronic properties, in addition to the structural stability.

Here we found that the perovskite kept its indirect band gap, but it varied from 1.78

eV to 4.53 eV. Once again, it shows the flexibility of perovskite catalysts and how it is

possible to design an ideal photocatalyst for photocatalytic water splitting through

compound engineering.

These articles concluded our research on perovskites, as we previously in paper A had

identified MoS2 as another potential photocatalyst for photocatalytic water splitting

that we wanted to investigate further.

5.4 Paper D: In-depth first-principle study on novel MoS2

This article [99] was inspired by the findings in paper A, where we concluded that

for photocatalytic water splitting to be realised, we must use different materials

than TiO2. Molybdenum disulphide (MoS2) is a transition metal already used in

photovoltaics, diodes, electronic circuits, lubricants and transistors. This is due to

its unique optical, electronic and structural properties that depend on transition

metals’ layered structure. We investigated 14 different MoS2 polymorphs to find

structures suitable for photocatalytic water splitting. MoS2 consists of S-Mo-S layers

or sandwiches bonded to each other by weak van der Waals-type forces. Changing the

stacking sequence and registry of successive S-Mo-S sandwiches along the c-axis makes
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5.5 Paper E: Doped MoS2 polymorph for improved hydrogen evolution reaction

it possible to create many different polymorphs in three dimensions. These phases are

known as 1T, 2H, 3R, 4Ha, 4Hb and 6R. T, H, and R stand for trigonal, hexagonal and

rhombohedral, respectively. The integer indicates the number of S-Mo-S sandwiches

along the c-axis. Figure 5.2 illustrates the difference in crystal structure for 2H and 1T

MoS2 structures.

Figure 5.2: A comparison of 2H (a) and 1T (c) MoS2 structures. b) shows a top-down look at

the hexagonal polymorph of 2H (top) and 1T (bottom).

We started with 14 structures but immediately discarded three as they were less

stable than the other 11. The remaining 11 structures could be divided into group A

(2R1, 2H, 3Hb, 3Ha, 4T, 2T and 1H) and group B (1T1, 1T2, 3T and 2R2) based on their

energy vs volume curves. The seven structures in group A have similar minimum

energies and are therefore expected to be equally stable. We found group B to have

slightly higher minimum energies. Throughout the study, we found that the group A

polymorphs are all semiconductors with an indirect band gap that ranges from 1.87

eV to 2.12 eV. Based on our phonon calculations, they should all be dynamically and

mechanically stable. In other words, they are ready to be synthesised. Group B, on the

other hand, were only mechanically stable and turned out to be metallic. This makes

them unsuited for any photocatalytic/voltaic application. 1T2 − MoS2 was neither

dynamically nor mechanically stable. In conclusion, several MoS2 polymorphs could

be viable for photocatalytic water splitting, but experimental verification and further

studies on hydrogen activity are needed.

We continued the work on the seven stable polymorphs in paper E as they showed

great promise as photocatalysts.

5.5 Paper E: Doped MoS2 polymorph for improved hydrogen
evolution reaction

Based on our findings in paper D, we decided to further investigate the seven stable

MoS2 polymorphs with regard to their inherent photocatalytic properties and how
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dopants could affect these properties. Well-known catalytic indicators such as d-band

centre, Gibbs free energy and absorption coefficient were used. In addition, we wanted

to investigate if temperature changes caused any phase transitions. The seven included

polymorphs were 2R1, 2H, 3Hb, 3Ha, 4T, 2T and 1H, and based on our previous results

in Paper D, 3Hb was chosen to be doped with Al, Co, I, N and Ni. First, we found that

no phase transition will occur with increasing temperature, meaning each polymorph

can be used at any temperature without the fear of changing its structure. The d-band

centre values were compared to that of platinum, which is seen to have an optimal

d-band centre for photocatalytic water splitting. None of the seven polymorphs has as

good d-band centre as platinum, but 2R1 and 3Ha were close (within 20 %) and should

have low enough binding strength with hydrogen to be efficient catalysts. All seven

polymorphs had downshifted d-band centres with regards to the Fermi level, which is

an indicator for potential effective photocatalysts. The absorption coefficient of all the

polymorphs was within the visible spectra, with peaks in both ends of the spectra. In

general, the Gibbs free energy should be close to zero for an efficient photocatalyst,

while our obtained values range from 1.746 eV to 1.852 eV, indicating that the adsorbed

hydrogen is bound strongly to the surface. The ideal catalyst should both have d-band

centres that are downshifted from the Fermi level and Gibbs energy levels close to

zero. Thus we decided to dope 3Hb − MoS2 with Al, Co, I, N and Ni to see how

that would affect the Gibbs free energy, structural stability and electronic properties.

Ten new polymorphs were created, where either one Mo or one S was replaced with

one Al, Co, I, N or Ni. For 3Hb with one Mo replaced, the Gibbs free energy was

decreased by a factor of ten, on the paper, creating an effective photocatalyst. As it is

clear that the dopants affect the polymorph properties, we looked into the electronic

structure and band gap. The structures must be semiconductors, or they will not work

as catalysts. We found that different dopants result in varying band gaps. Only four of

the ten doped structures were semiconductors: Mo substituted with Al and I, and S

substituted with Co and Ni. The next question was then whether the structures were

stable and would survive the synthesis process. Our calculations show that only Co, I

and N for Mo-doped 3Hb−MoS2 are dynamically unstable, while the other seven are

both mechanically and dynamically stable. Based on this, we propose 3Hb −MoS2

substitutional doped with Al for Mo atoms as a potential candidate for photocatalytic

water splitting. Future work should have to conclude on the optimal dopant and

doping percentage.
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CHAPTER 6

CONCLUSIONS AND FUTURE WORK

This chapter will summarise the key findings of this project with regard to our research

questions and their contribution to the relevant research fields. In addition, it will also

look at the limitations of the thesis and propose future work. The common goal of the

work done in this project was to explore existing and new materials that could function

as a catalyst for photocatalytic hydrogen production.

TiO2 has been the go-to photocatalyst for photocatalytic water splitting over the

past years. However, the material’s intrinsic properties have been detrimental to the

realisation of large-scale photocatalytic hydrogen production based on TiO2 catalysts.

Other materials with better-suited properties are commonly used in different fields

and industries today. With their intriguing properties, perovskites could be optimised

through band gap engineering and doping into highly efficient photocatalysts. Our work

showed that computational calculations could accurately predict structure changes

and polymorphs, as seen in experimental studies. We found that by altering the

composition of the perovskites, it was possible to change and improve the band gap of

the involved structures. Further work on a lead-free perovskite, Cs2AgBiBr6, showed

that it is dynamically and mechanically stable in its tetragonal form with an indirect

band gap of 2.4 eV and a high charge mobility. Changing the halide ion in Cs2AgBiX6,

where X = Br, Cl, F and I, demonstrated that the perovskite kept its indirect band

gap. However, the band gap value varied from 1.75 eV to 4.53 eV. This showcases

how perovskites are flexible structures that can be optimised through substitution and

doping.

Another interesting group of materials for PWS is transition metal dichalcogenides,

where especially MoS2 have showcased exciting properties when used as a lubricant,

catalyst, gas-sensor, biosensor, and recently in dye degradation. Out of 14 MoS2

polymorphs, we found that seven of them (1H, 2H, 2R1, 2T, 3Ha, 3Hb and 4T) are

mechanically and dynamically stable, which means it is possible to synthesise them.

Those seven are also semiconductors with an indirect band gap ranging from 1.87 eV

to 2.12 eV, making them suitable for photovoltaic and photocatalytic applications. One

specific polymorph, 3Hb−MoS2, had an effective electron mass of 0.22me (TiO2 has an

effective electron mass of 1.4me) and thus a high carrier mobility. This is very important

for an efficient photocatalyst. There are no phase transitions caused by increasing

temperature for the seven polymorphs, and they all have absorption peaks in the visible
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light region. However, based on the Gibbs free energy, they are not ideal catalysts for

photocatalytic water splitting. Substitutional doping of 3Hb −MoS2 with Al, Co, I, N

or Ni replacing one Mo atom reduced the Gibbs free energy by a factor of ten, to the

level of MoS2 edge sites. Furthermore, it was found that Mo substituted with Al or I

and S substituted with Co or Ni are semiconductors. In contrast, S substituted with I

is an insulator, and the other five doped structures are metallic. We also investigated

the structural and dynamical stability of the doped structures. Seven of them (Mo

substituted with Al or Ni and S substituted with Al, Co, I, N or Ni) are stable, ensuring

that it is possible to synthesise the structures. This shows that MoS2 substitutional

doped with Al could be a very effective photocatalyst. However, the optimal doping

percentage must be decided.

Finding an efficient photocatalyst is vital for this field. However, we identified other

challenges that will hinder this development if not solved. A significant problem is the

lack of standardised measurement setups for photocatalysts, which makes it difficult to

compare and discuss results. This is mainly a problem in the experimental field. The

second issue is the lack of collaboration between theoretical and experimental work,

which prevents them from playing on each other’s strengths. The final problem is that

no proven plans exist for medium/large-scale photocatalytic hydrogen production

facilities.

To summarise, we found that both perovskites and MoS2 based catalysts can quickly

overcome TiO2 catalysts for PWS, especially doped MoS2 shows excellent promise. We

also see that computational calculations can play a vital role in developing photocatalysts

due to their screening capabilities and the possibility of making new compounds at

a low cost. This means that a large amount (> 1000) of materials can be evaluated

simultaneously to find promising candidates. Then using those results, it is possible to

create new compounds and investigate their properties before proposing stable and

promising candidates for experimental verification. This would significantly reduce

the cost and time of each photocatalyst produced in a laboratory.

To further progress this field, future work should develop a standardised method for

measuring solar-to-hydrogen efficiency for experimental work and a standard way

to present theoretically obtained results. This would increase the comparability of

research and make it easier to decide which catalysts are the most promising. Regarding

MoS2, further work is needed to find the ideal dopant and optimal doping percentage.

This should be done as a collaboration between experimental work and theoretical

work to gain benefits from both methods.
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Abstract: Hydrogen produced from water using photocatalysts driven by sunlight is a sustainable
way to overcome the intermittency issues of solar power and provide a green alternative to fossil
fuels. TiO2 has been used as a photocatalyst since the 1970s due to its low cost, earth abundance,
and stability. There has been a wide range of research activities in order to enhance the use of TiO2

as a photocatalyst using dopants, modifying the surface, or depositing noble metals. However,
the issues such as wide bandgap, high electron-hole recombination time, and a large overpotential
for the hydrogen evolution reaction (HER) persist as a challenge. Here, we review state-of-the-art
experimental and theoretical research on TiO2 based photocatalysts and identify challenges that
have to be focused on to drive the field further. We conclude with a discussion of four challenges
for TiO2 photocatalysts—non-standardized presentation of results, bandgap in the ultraviolet (UV)
region, lack of collaboration between experimental and theoretical work, and lack of large/small
scale production facilities. We also highlight the importance of combining computational modeling
with experimental work to make further advances in this exciting field.

Keywords: TiO2; water-splitting; theoretical; experimental; DFT

1. Introduction

Over the last years, there has been a steadily increasing focus on clean, renewable
energy sources as a priority to hinder the irreversible climate change the world is facing and
to meet the continuously growing energy demand [1]. One hour of solar energy can satisfy
the energy consumption of the whole world for a year [2]. Hence, direct harvesting of solar
light and its conversion into electrical energy with photovoltaic cells or chemical energy
by photoelectrochemical reactions are the most relevant technologies to overcome this
challenge. Conventionally, both technologies rely on the collection of light in semiconductor
materials with appropriate bandgaps matching the solar spectrum, and thus providing a
high-energy conversion efficiency.

Unfortunately, the technology has drawbacks, which prevent it from overtaking
non-renewable energy as the main energy source. A major issue is the uneven power
distribution caused by varying solar radiation and a lack of proper storage alternatives.
As a solution to this problem, the focus is moving toward research on storage options
for the produced electricity, which we can divide into mechanical and electrochemical
storage systems. For example, in Oceania, pumped hydroelectricity (mechanical) is the
most common storage system for excess electricity [3]. Different batteries (lithium–ion,
sodium–sulfur (S), vanadium, etc.), hydrogen fuel cells, and supercapacitors are the current
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focus areas for electrochemical storage [3]. There are several reasons for choosing hydrogen
as a way to store solar energy, namely, (1) there is a high abundance of hydrogen from
renewable sources; (2) it is eco-friendly when used; (3) hydrogen has a high-energy yield,
and (4) it is easy to store as either a gas or a liquid [4–6].

The high energy yield and ease of storage make hydrogen viable as fuel for the long
transport sector; airplanes, cruise ships, trailers, and cargo ships [7,8]. The realization of a
green energy shipping fleet could alone yearly cut 2.5% of global greenhouse emissions
(GHG) [9]. However, to succeed in this strategy, hydrogen must be produced in a clean
and renewable way.

As water splitting got the attention of the researchers in the 1970s, titanium dioxide
became the most prominent photocatalyst used [10]. There are several good reasons for
this: low cost, chemical stability, earth abundance, and nontoxicity [11]. However, TiO2 also
sports a wide bandgap (3.0–3.2 eV), which reduces the potential for absorption of visible
light [11]. Due to TiO2s structural and chemical properties, it is possible to engineer the
bandgap, light absorption properties, recombination time, etc. by increasing the active sites
and improving the electrical conductivity [12]. TiO2 exists in several different polymorphs
that all behave differently. The most common ones are rutile, brookite, and anatase as
shown in Figure 1. Rutile and anatase TiO2 are the most used polymorphs for photocatalytic
water splitting; nevertheless, some attempts with amorphous TiO2 (aTiO2) have been made
as shown in Figure 2.
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Several attempts have been made to introduce dopants to improve the optical absorp-
tion of TiO2. For example, Zhang et al. found that 12.5% copper (Cu)-doped anatase TiO2
showed a broader absorption peak than pure anatase titanium dioxide [15]. Through a
theoretical study, they found that Cu introduces an unoccupied impurity continuum band
at the top of the valence band, which explains the improved optical absorption. Another
theoretical study, conducted by Morgade and Cabeza in 2017, shows that co-doping of
TiO2 with (Pt, V) and (C, N) narrows the bandgap and favorably modifies the position
of the valence and conduction band edges [16]. Our study will provide an insight into
current theoretical and computational studies carried out on water splitting using either
pure or doped TiO2 semiconductors. In addition, we will compare it with the state of art
experimental studies conducted within the field. Our aim is to help bridge the gap between
theoretical simulations and experimental research. The two approaches complement each
other and when combined could support the field moving forward toward the realization of
the hydrogen economy. The theoretical study allows testing of the properties of thousands
of different materials with different parameters to gain an understanding of how and why
certain dopants and material combinations work. However, the computational models are
worked out using perturbation theory, which lowers the overall accuracy of the results. At
the same time, an experimental study is important to verify the theoretical results and find
the best methods to synthesize the materials in practice.

2. Solar-Driven Hydrogen Production

Most of the commercial production of hydrogen stems from four sources: natural gas,
coal, oil, and electrolysis. Of these, steam reforming alone stands for 48% of the world’s
hydrogen production, while coal contributes 18%, oil 30%, and electrolysis 4% [17]. The
first three hydrogen production processes are energy-consuming and use non-renewable
energy sources, which is unattractive for environment protection and climate change [18,19].
However, the production of hydrogen by electrolysis requires only water and electrical
current. To have green hydrogen, produced friendly to the environment, we propose to
use renewable energy sources—wind, hydro, and solar power—to produce the electric
current needed for the electrolysis of water. Solar power is ideal due to the high amount
of incoming energy. There are several functional methods used in driving the electrolysis
process, i.e., thermochemical water splitting [20], photo-biological water splitting [21],
and photocatalytic water splitting [22]. Furthermore, photocatalytic water splitting (PWS)
is considered the best option, due to the following reasons: (1) PWS has a good solar-
hydrogen conversion efficiency, (2) it has a low production cost, (3) oxygen and hydrogen
can easily be separated during the PWS process, and (4) hydrogen electrolysis could be
used on both small- and large-scale facilities [4,22,23].

2.1. Photocatalytic Water Splitting (PWS)

The photocatalytic process splits water (H2O) into hydrogen (H2) and oxygen (O2)
in the presence of a catalyst and natural light; it is an artificial photosynthesis method.
Figure 3 shows a schematic illustration of the major steps involved in the process of
photocatalytic water splitting. In the first step (1), electron–hole pairs are generated in the
presence of irradiation. This is carried out by utilizing the semiconducting nature of the
photocatalyst to excite electrons from the valence band (VB) to the conduction band (CB).
Photons with energies larger than the bandgap can excite electrons from the VB to the CB.
The second step (2) consists of charge separation and migration of the photogenerated
electron-hole pairs. Ideally, all electrons and holes reach the surface without recombination
to maximize the efficiency of the photocatalyst. In the final step (3), the electrons, which
move from the CB to the surface of the catalyst participate in a reduction reaction and
generate hydrogen, and the holes diffuse from the VB to the surface of the photocatalyst
involved in an oxidation reaction to form oxygen. In general, the efficiency of the catalyst
can be enhanced by including dopants or co-catalysts that include metals or metal oxides,
such as Pt, NiO, and RuO2, which can act as the active sites via enhancing electron mobility.
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The redox and oxidations reactions on the surface of the photocatalyst are described by the
following equations [24]:

Oxidation : H2O + 2h+ → 2H+ + 1
2 O2. (1)

Reduction : 2H+ + 2e− → H2. (2)

Overall reaction : H2O + 1.23 eV→ H2 +
1
2 O2. (3)
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The process of water splitting is highly endothermic and requires a Gibbs free energy
of 1.23 eV per electron, which corresponds to light with a wavelength of 1008 nm. This
means that the photocatalyst must have a bandgap > 1.23 eV, or else the electrons will
not have enough energy to start the reaction. In practice, this limit should be 1.6 eV to
1.8 eV due to some overpotentials [24]. Naturally, it should not be too high either, as that
would reduce the amount of visible light the photocatalyst can absorb. This means that
it is important to find suitable catalysts with a bandgap between 1.6–2.2 eV to ensure
maximum absorption of the incoming light. Another important factor regarding the
efficiency of a photocatalyst is the recombination time, i.e., the time it takes for an electron
to recombine with a hole. If recombination occurs before the electrons can reach the surface
and interact with the water molecules, the energy gets wasted and no redox reaction takes
place. Unfortunately, there are only a few materials with sufficient recombination time and
a satisfactory bandgap that have been identified. However, a recent study by Takata et. al.
demonstrates that it is possible to achieve water splitting without any charge recombination
losses [26]. With SrTiO3 as the photocatalyst loaded with Rh, Cr, and Co as cocatalysts,
they achieved an external quantum efficiency up to 96% at wavelengths between 350 nm
and 360 nm [26]. This is equivalent to having an internal quantum efficiency of almost
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unity. The requirements for having an efficient photocatalyst can be summarized in the
solar–hydrogen conversion efficiency (STH) equation [27] as follows:

ηSTH = ηA × ηCS × ηCT × ηCR. (4)

The STH conversion efficiency depends on (1) the efficiencies of light absorption (ηA),
(2) charge separation (ηCS), (3) charge transport (ηCT), and (4) charge collection/reaction
efficiency (ηCR). The efficiency of the photocatalyst depends on several factors and they
are elaborated in the following section.

2.2. Important Aspects of Photocatalytic Efficiency for Nanomaterials

There are several ways to improve and modify the fundamental properties of a
photocatalyst by focusing on its shape, size, order, uniformity, and morphology.

2.2.1. Crystallinity

Research has shown that the crystallinity of the material affects its optoelectronic
properties [28,29]. Structures with a high crystallinity perform better than amorphous
variations of the same material. The increase in crystallinity reduces the number of defects
in the structures and thus decreases the electron-hole recombination sites, which leads to a
better catalytic activity [30–33]. Liu et al. studied the effect of crystalline TiO2 nanotubes
against that of amorphous TiO2 nanotubes and found that better photocurrent properties
were attained with the crystalline structures due to the lower amount of electron-hole
recombination [34]. In another study, enhanced hydrogen production was obtained using
extremely ordered nanotubular TiO2 arrays [35].

2.2.2. Dimensionality

Nanomaterials can be classified into four different categories depending on their
dimensionality—zero-dimensional (0D), one-dimensional (1D), two-dimensional (2D),
and three-dimensional (3D) [36,37]. Zero-dimensional (0D) nanostructures used in PWS
are primarily quantum dots (QDs) and hollow shells. In general, QDs are used to deco-
rate the photocatalyst because they increase the visible light absorption and reduce the
electron-hole recombination [38–40]. One-dimensional (1D) structures include nanorods,
nanotubes, and nanowires, which are all attractive for photocatalysts. It is found that
nanorod and nanowire arrays result in a more efficient photogenerated electron transport
and collection [41–43]. On the other hand, nanotubes have a higher surface area for redox
reactions compared to nanorods or nanowires although they have less material for light
absorption [44,45]. Two-dimensional (2D) nanostructures have a high surface area and a
small thickness that reduces the travel distance for generated holes. This results in efficient
light harvesting. Lastly, 3D nanostructures are promising candidates for PWS because
they can be designed into high-performance photoanodes [27]. In general, it is possible to
design and create nanostructures that cater to specific tasks.

2.2.3. Temperature and Pressure

Temperature and pressure during the production phase will affect the resulting prop-
erties of a photocatalyst. Research shows that by varying the pressure, the STH perfor-
mance of the catalyst will change [46]. Another research group found that by using a
low-temperature thermal treatment process the charge transfer resistance could be re-
duced [47].

2.2.4. Size

As mentioned TiO2 exist in three phases, anatase (tetragonal; a = 3.7845 Å; c = 9.5143 Å),
rutile (tetragonal; a = 4.5937 Å; c = 2.9587 Å), and brookite (orthorhombic; a = 5.4558 Å;
b = 9.1819 Å; c = 5.1429 Å). Among the three different crystalline phases of TiO2, anatase
exhibits the highest stability for particle size less than 11 nm, whereas rutile shows thermo-
dynamic stability for particle size greater than 35 nm, and brookite is stable in the size range
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of 11–35 nm. The size of the nanomaterials and cocatalyst can alter the overall performance
of the system. Smaller particles are dominated by electrokinetics and are thus more suited
for photocatalysis. Alternatively, larger particles are better suited for photoelectrochemical
(PEC) water splitting because they have a lower electron–hole recombination rate [48].
The size of the particles also influences the electron-hole recombination time. In larger
particles the travel distance to the active sites on the surface becomes longer, thus increasing
the probability for electron-hole recombination. This probability is decreased in smaller
particles due to the shorter migration distance [49,50].

2.2.5. Bandgap

The bandgap is one of the most important properties of the photocatalyst. It is defined
as the energy needed for an electron to move from the valence band maximum (VBM) to
the conduction band minimum (CBM) in a semiconductor. In addition to a fitting bandgap,
the CBM must be more negative than the redox potential of H+/H2 (0 V vs. normal
hydrogen electrode (NHE)), while the VBM must be more positive than the redox potential
of O2/H2O (1.23 V). Therefore, the theoretical minimum bandgap for water splitting is
1.23 eV. Nanomaterials are used to tune the band positions and the bandgap toward the
appropriate range of 1.6 eV to 2.2 eV [51–53].

2.2.6. pH Dependency

The pH value of the solution in which the photocatalyst is placed affects the end STH
efficiency [54]. It will similarly affect the stability and lifetime of the catalyst. Photoelec-
trochemical water splitting is very dependent on the pH of the electrolyte solution, which
determines the net total charge adsorbed at the surface of the catalyst. The migration of ions
during the reactions may weaken the surface of the electrode. The electrode incorporated
with nanomaterials exhibits better stability in different pH conditions, however, it was
evident that the stability was further improved when the solution is buffered [55–57].

2.2.7. Light

It is important that the light source be specified, as semiconductors doped with
nanomaterials can absorb both infrared and UV light in addition to visible light [58].

2.3. Theoretical Methods

Numerical studies of electronic, optical and mechanical characterization of TiO2
polymorphs are performed as ab initio calculations within the framework of density
functional theory (DFT). However, the calculation model and details vary between the
researchers depending on the calculation tool/code chosen; for example, Vienna ab initio
simulation package (VASP) [59–64], CASTEP [65], CRYSTAL [66,67], and GPAW [68]. In
general, the interaction between the core and the valence electrons is described by the
projector augmented-wave method [69,70]. The electron properties are calculated by
G0W0 [71,72], HSE06 [73,74], or by the generalized gradient approximation (GGA, which is
less accurate but faster) [75]. It is possible to calculate the stress tensor by applying a set of
strains to the crystal, which leads to the elastic constants (e.g., VASPKIT [76]). Moreover, it
is possible to calculate the real space force constants of the supercell, and then to evaluate
this with appropriate software (e.g., Phonopy [77]) in order to find the phonon frequencies
for dynamical stability, heat capacity, free energy, and entropy analysis.

2.4. Experimental Methods

Several synthesis methods are used for the synthesis of TiO2 materials depending
on the end application and experiment performed. The methods can roughly be divided
into thermal reactions, deposition methods, sol–gel, Micelle, and electromagnetic methods.
In general, the thermal methods are heterogeneous reactions in the presence of aqueous
solvents or mineralizers under high pressure and temperature [78–80]. Deposition methods
(e.g., chemical vapor deposition and electrodeposition) are primarily used to create thin-
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film materials or coatings on a substrate [81–83]. Sol–gel methods utilize the conversion
of a liquid solution (sol) into a solid gel phase, in which the nanoparticles are formed
by hydrolysis and condensation [78,84]. Micelles are the long-chain molecules made by
surfactants, which contain a hydrophilic head and a hydrophobic chain. Self-assembling of
these amphiphilic molecules forms an organized structure in solution [85]. The ultrasound
technique can be used for preparations of a wide range of nanomaterials, especially high-
surface-area transition metals, carbides, oxides, alloys, and colloids [84,86]. However, if the
goal is to create a dielectric material, then the microwave method can be used [78,87].

3. Theoretical Research

The amount of theoretical and computational research has increased over the last
years due to improved accuracy of the models and increased computing power. As with
experimental work, most of the focus is on various dopants for TiO2. The majority of
research is conducted on anatase because that phase seems most promising for water
splitting. However, rutile TiO2 does have some interesting properties.

3.1. Metal Dopants

A large part of the conducted research is devoted to metal dopants and their con-
tribution to a broadened bandgap of photocatalyst TiO2. In a comprehensive study, Pan
et al. investigated how noble metals could enhance the catalytic activity of anatase TiO2
for hydrogen evolution reaction [88]. They proposed three different structural models for
hydrogenated anatase TiO2, as seen in Figure 4, and proposed the preferred location (H1
in Figure 4a) of the hydrogen atom when TiO2 was noble metal doped. This is because
of the strongly localized hybridization between hydrogen and TiO2 [88]. Based on these
findings, they showed that anatase TiO2 was easy to hydrogenate, and the introduced
hydrogen could improve the electronic transport between the conduction band and valence
band near the Fermi level [88]. In general, silver (Ag)- and gold (Au)-doping are more
thermodynamically stable than that of platinum (Pt)-, palladium (Pd)- and ruthenium
(Ru)-doping. The band structures for noble metal-doped TiO2 are shown in Figure 5, and
it is clearly seen that the introduction of dopants reduces the bandgap of TiO2. However,
Ag-doping seems to be the best option for noble metal doping of TiO2 as the other dopants
reduce the bandgap below 1.23 eV [88].Molecules 2021, 26, x FOR PEER REVIEW 8 of 30 

 

 
Figure 4. Structural model for (a) possible locations of H dopants and (b) hydrogenated noble-
metal doped TiO2. Reprinted with permission from [88]. Copyright 2018, with permission from 
Elsevier. 

 
Figure 5. Calculated band structure, using generalized gradient approximation (GGA) with 
Perdew-Burke-Ernzerhof (PBE) exchange-energy, in the Brillouin zone for, (a) Ag-doping, (b) Au-
doping, (c) Pt-doping, (d) Pd-doping, and (e) Ru-doping. Reprinted with permission from [88]. 
Copyright 2018, with permission from Elsevier. 

Another option to increase the optical absorption is to use iron (Fe) or nickel (Ni) as 
dopants because they will induce impurity states in the forbidden region [92]. Electrons 
with energy less than the bandgap can use these impurity states as steps when moving 
from the valence band to the conduction band. Especially co-doping of TiO2 with Fe and 
Ni results in higher absorption and reduced electron–hole recombination according to Lin 
et al. [92]. Ghuman et al. also showed that Fe2+ doped aTiO2 adsorbs water better than 
pristine aTiO2 and that it also has a better photocatalytic effect [93].  

Introducing Cu and/or N dopants will also create isolated states in the bandgap, and 
therefore, TiO2 doped with these dopants function better than pure anatase TiO2 [94]. As-
sadi et al. showed that the improved photocatalytic activity in Cu/TiO2 was because of 
effective bandgap narrowing and increased charge transfer (electronic interactions) and 
not surface chemistry [95]. Wei Zhang et al. found that the stability of Cu doped TiO2 
depends on which oxygen atoms that is replaced with Cu atoms. [15] They observed a 

Figure 4. Structural model for (a) possible locations of H dopants and (b) hydrogenated noble-metal
doped TiO2. Reprinted with permission from [88]. Copyright 2018, with permission from Elsevier.

Paper A 63



Molecules 2021, 26, 1687 8 of 30

Molecules 2021, 26, x FOR PEER REVIEW 8 of 30 

 

 
Figure 4. Structural model for (a) possible locations of H dopants and (b) hydrogenated noble-
metal doped TiO2. Reprinted with permission from [88]. Copyright 2018, with permission from 
Elsevier. 

 
Figure 5. Calculated band structure, using generalized gradient approximation (GGA) with 
Perdew-Burke-Ernzerhof (PBE) exchange-energy, in the Brillouin zone for, (a) Ag-doping, (b) Au-
doping, (c) Pt-doping, (d) Pd-doping, and (e) Ru-doping. Reprinted with permission from [88]. 
Copyright 2018, with permission from Elsevier. 

Another option to increase the optical absorption is to use iron (Fe) or nickel (Ni) as 
dopants because they will induce impurity states in the forbidden region [92]. Electrons 
with energy less than the bandgap can use these impurity states as steps when moving 
from the valence band to the conduction band. Especially co-doping of TiO2 with Fe and 
Ni results in higher absorption and reduced electron–hole recombination according to Lin 
et al. [92]. Ghuman et al. also showed that Fe2+ doped aTiO2 adsorbs water better than 
pristine aTiO2 and that it also has a better photocatalytic effect [93].  

Introducing Cu and/or N dopants will also create isolated states in the bandgap, and 
therefore, TiO2 doped with these dopants function better than pure anatase TiO2 [94]. As-
sadi et al. showed that the improved photocatalytic activity in Cu/TiO2 was because of 
effective bandgap narrowing and increased charge transfer (electronic interactions) and 
not surface chemistry [95]. Wei Zhang et al. found that the stability of Cu doped TiO2 
depends on which oxygen atoms that is replaced with Cu atoms. [15] They observed a 

Figure 5. Calculated band structure, using generalized gradient approximation (GGA) with Perdew-Burke-Ernzerhof (PBE)
exchange-energy, in the Brillouin zone for, (a) Ag-doping, (b) Au-doping, (c) Pt-doping, (d) Pd-doping, and (e) Ru-doping.
Reprinted with permission from [88]. Copyright 2018, with permission from Elsevier.

Y. Zhang et al. doped (001) anatase TiO2 with Pt, cobalt (Co), and Ru [89], which led to
surface-localized states that enhanced the electron transfer at the surface. However, another
study by S.T Zhang et al. showed that to achieve a stable interface between supported Run
(n = 1–10, 20, 22) clusters and TiO2, n > 6 was needed [90]. Interestingly enough, this is
among the preferred geometries for TiO2 [90].

Metal dopants decrease the bandgap, and as shown by Jin et al., Pt, Pd, rodhium (Rh),
and Ru single atom doping significantly reduces the work function of the compound [91].

Another option to increase the optical absorption is to use iron (Fe) or nickel (Ni) as
dopants because they will induce impurity states in the forbidden region [92]. Electrons
with energy less than the bandgap can use these impurity states as steps when moving
from the valence band to the conduction band. Especially co-doping of TiO2 with Fe and
Ni results in higher absorption and reduced electron–hole recombination according to Lin
et al. [92]. Ghuman et al. also showed that Fe2+ doped aTiO2 adsorbs water better than
pristine aTiO2 and that it also has a better photocatalytic effect [93].

Introducing Cu and/or N dopants will also create isolated states in the bandgap,
and therefore, TiO2 doped with these dopants function better than pure anatase TiO2 [94].
Assadi et al. showed that the improved photocatalytic activity in Cu/TiO2 was because of
effective bandgap narrowing and increased charge transfer (electronic interactions) and
not surface chemistry [95]. Wei Zhang et al. found that the stability of Cu doped TiO2
depends on which oxygen atoms that is replaced with Cu atoms. [15] They observed a
blueshift in absorption for anatase TiO2 (101) compared to bulk TiO2, while in Cu-doped
bulk anatase TiO2 they observed a redshift in optical absorption [15]. Co-doped SrTiO3 has
a narrower bandgap compared to that of pure TiO2 according to Sikam et al. and this is due
to states being formed in the gap [96]. In addition, they also found that co-doping resulted
in magnetism due to inequality of spin down and spin up states [96]. Ghuman et al. looked
into the difference between monodoping and co-doping using nitrogen (N) and niobium
(Nb) on amorphous TiO2 [97]. They found that monodoping reduces the bandgap but it
also increases the number of recombination centers [97]. Charge compensated co-doping,
on the other hand, reduces the bandgap with 0.4 eV and suppresses the recombination
effect by eliminating band gap states [97]. S and Nb co-doping of anatase TiO2 resulted in
a bandgap of 2.15 eV as shown by Ren et al. [98].

However, not all states in the bandgap are appreciated; Gao et al. looked into how
Mg doping could reduce the shallow defect states under the CBM in TiO2, increasing the
photocatalytic effect [99].
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Although several different dopants have been proposed and tested, not all of them
are viable to be incorporated into TiO2. Chen et al. used cerium (Ce), praseodymium (Pr),
europium (Eu), and gadolinium (Gd) dopants to see how they would incorporate with
TiO2 [100]. They found that Ce was the easiest among these, while Pr and Gd had low
substitutional energy and should be able to be incorporated into TiO2 [100]. Eu on the other
hand was difficult to incorporate with TiO2 [100]. Ce, Pr, and Eu monodoping should move
the light absorption more toward/into the visible light region [100]. Another approach
when using lanthanides could be ion triple doping as showcased by Li et al. [101]. Through
co- and triple-doping they improved the oxidizing ability, light absorption, and charge
carrier separation of their photocatalyst (Bi2MoO6) [101].

3.2. Non-Metal Dopants

In an attempt to find non-metal dopant alternatives Shi et al. co-doped anatase TiO2
with C and neodymium (Nd) and found tuned band gaps, which were lower than that of
pure TiO2: C@O and Nd@Ti, 2.372 Ev, and carbon (C) and Nd @ TiO2, 2.850 eV [102]. The
main function of the C and Nd dopants is to enhance the intensity of light absorption and to
extend the optical absorption range into the visible light region respectively. This is clearly
seen from Figure 6, in which the optical absorption spectra of TiO2 do not extend into the
visible light region, while both C doping and C and Nd doping extend the absorption range
into the visible light region and effectively enhancing the efficiency of the photocatalysts.
Experimental studies shown in Figure 6c confirmed these findings. By using graphite
carbon spheres on TiO2 Jiang et al. introduced isolated energy levels between the VBM
and the CBM [103]. These intermediate bandgaps increase the number of electrons that
could be excited from the VB to the CB.

Gurkan et al. found that selenium (Se) doping introduces localized mid-gap levels that
increase the visible light photocatalytic effect [104]. However, no significant change in the
position of the band edges was observed. A study by Zhao et al. showed that N, Co, Co–N,
Co–2N, and Co–3N dopants all increased the optical absorption rate compared to that of
undoped TiO2 [105]. Unfortunately, Co–N and Co–3N shift the CBM below the H+/H2
reduction potential, which means that it is not useful for water splitting [105]. Pengfei
Wang et al. revealed that carbonate could be incorporated into mesoporous TiO2 and
significantly improve the visible light hydrogen evolution [106]. In addition, the intimate
homo-junctions between anatase and rutile phases and graphite carbon on the surface of
TiO2 can significantly help promote the separation of charge carriers [106].Molecules 2021, 26, x FOR PEER REVIEW 10 of 30 
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In an attempt to decrease the bandgap of TiO2, Zongyan et al. used boron (B), C, N,
fluorine (F), phosphorus (P), S, and chlorine (Cl) as dopants on anatase TiO2 [108]. The
tuned bandgaps for TiO2 with the dopants (B, C, N, P and S) were 2.72 eV, 2.44 eV, 2.74 eV,
2.38 eV, and 2.59 eV, respectively [108]. The improvements are due to new impurity energy
levels, which red-shift their fundamental absorption edges to the visible light region [108].
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In addition, they found that higher dipole moments could lead to easier separation of the
photoexcited electron-hole pairs, which would increase the photocatalytic effect [108].

There has been some research on TiO2/g–C3N4 heterostructure photocatalysts. For
example, Yali Zhao et al. co-doped TiO2/g–C3N4 with Cu and N [109]. This resulted
in an obvious narrowing of the bandgap compared with pure TiO2, co-doping induces
impurity states of N 2p and hybridized states of Cu 3d and N 2p in the bandgap of TiO2/g–
C3N4 [109]. Yanming Lin et al. used TiO2/g–C3N4 heterostructure through interfacial
coupling for H2 production. The calculated band gap was significantly reduced compared
to pure TiO2 [110]. TiO2/g–C3N4 heterostructure also has a higher CBM energy, which pro-
vides the photoexcited electrons with stronger reducing power to produce more hydrogen
per unit time compared with TiO2 [110].

3.3. Rutile

Although most researchers focus on anatase TiO2, there has been some development
on rutile TiO2 as well. Atanelov et al. doped rutile TiO2 with C and it seems to have
worse photocatalytic performances than pure TiO2, this is due to C–O dimes creating mid-
band states [111]. However, N doped rutile TiO2 introduced no mid-bandgap states [111].
Ghuman et al. used Rh to dope rutile TiO2 and found that it had a lower bandgap but
with more recombination centers [112]. By using Rh–Nb (charge compensated doping) as
co-dopants on rutile TiO2, they obtained no isolated bandgap states that might act as a
recombination center [112]. Moreover, the bandgap was decreased by 0.5 eV, which makes
it a better photocatalyst [112].

3.4. Nanotubes

Research on different TiO2 nanostructures has led to some interesting results. Lisovski
et al. doped TiO2 nanotubes with sulfur and achieved a narrower bandgap compared to
that of pure TiO2 [113]. The band edges were also close to the limits for efficient water
splitting [113]. In another article, Lisovski et al. present nitrogen (N), S, and S-and-N
doping of six-layer (101) anatase TiO2 nanotubes [114]. They found that monodoping with
N or S reduces the photocatalytic effect of the nanotubes [114]. However, co-doping with
N and S could improve the photocatalytic activity, although it depends on the defect con-
centration [114]. Dmitry Bocharov et al. used TiO2 (4,4) nanotubes doped with scandium
(Sc), depicted in Figure 7, and found that they were a good candidate with a bandgap
of 1.8–1.9 eV [115]. Working on the same variation of nanotubes, E.P. D’yachkov et al.
found that doping with Nb, molybdenum (Mo), technetium (Tc), and Pd leads to bandgaps
around 2 eV [116]. This is a significant decrease from around 4 eV for undoped (4,4) TiO2
nanotubes [116]. Lisovski et al. also investigated if the arrangement of bandgap edges
would change when going from bulk to nanotubes. They found that this only happened if
the diameter of the nanotubes was small, i.e., the internal strain was extremely large [117].
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3.5. Pure TiO2

Naturally, some focus had been on pure TiO2 and its different states, looking into
which one was most suited for photocatalytic activity.

Ma et al. found that the (101) facet had higher activity compared to other facets of
TiO2 [118], which was an important breakthrough. If we have pristine conditions and water
molecules, water splitting can be expected both with rutile and anatase TiO2 according to
Deak et al. [119]. This is generally not the case because the surface will contain bridging
OH+ and the terminal OH− (dissociated water). In these conditions, anatase TiO2 is the best
for water splitting [119]. However, by increasing the OH+/OH− ratio, one can increase the
driving force for water splitting [119]. Hanaor et al. [120] looked into the phase stability of
anatase and rutile TiO2, with and without doping. Pure TiO2 has a more stable rutile phase
than anatase and the transformation from anatase TiO2 to rutile TiO2 is irreversible [120].
F, Si, Fe, and Al as dopants work as inhibitors for the transformation process, and they
slow down the process from anatase to rutile [120]. Alghamdi et al. report no sign of
overlapping HOMO levels between H2O2 and TiO2 rutile (110) surface; this in addition to
the high adsorption energy could explain why water splitting is slow [121].

3.6. Collected Data

In Table 1 we have tabulated the bandgap, photocurrent density, hydrogen, and
oxygen production rate from the articles discussed in this section.

Table 1. This table displays the theoretical bandgap values for different doped TiO2 materials and for
a few of these the H2 production rate is presented if published.

Nanomaterial Bandgap [eV] Ref.

Ag doped TiO2 2.312 [88]

Au doped TiO2 0.996 [88]

Pt doped TiO2 0.754 [88]

Pd doped TiO2 0.363 [88]

Ru doped TiO2 0.176 [88]

Wet TiO2 (001) 1.8571 [89]

Pt doped Wet TiO2 (001) 1.4546 [89]

Ru doped Wet TiO2 (001) 0.1636 [89]

Co doped Wet TiO2 (001) 0.0539 [89]

Ru clusters on TiO2 NA [90]

Anatase TiO2 3.05 [91]

Pt adsorbed on TiO2 3.06 [91]

Pd adsorbed on TiO2 3.05 [91]

Rh adsorbed on TiO2 2.80 [91]

Ru adsorbed on TiO2 3.10 [91]

Anatase TiO2 2.98 [92]

Rutile TiO2 2.78 [92]

aTiO2 NA [93]

Cu + N co-doped TiO2 NA [94]

Cu doped anatase TiO2 (101) NA [95]

Cu doped anatase TiO2 (101) NA [15]

Co-doped SrTiO3 3.07 [96]

N-doped aTiO2 2.25 [97]
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Table 1. Cont.

Nanomaterial Bandgap [eV] Ref.

S-doped anatase TiO2 2.33 [98]

Nb-doped anatase TiO2 2.25 [98]

(S, Nb)-doped anatase TiO2 2.15 [98]

TiO2 hollow spheres doped
with Mg

NA (H2 production rate: 850 µmol/h/g. O2
production rate: 425 µmol/h/g) [99]

TiO2 doped by lanthanides NA [100]

C@O-doped TiO2 3.019 [102]

C@gap-doped TiO2 3.021 [102]

Nd@Ti-doped TiO2 3.032 [102]

Nd@gap-doped TiO2 2.353 [102]

C@O&Nd@Ti-doped TiO2 2.372 [102]

C&Nd@gap-doped TiO2 2.850 [102]

TiO2-X 2.6 (H2 production rate: 46.9 µmol/h/g) [103]

g-CS@TiO2-X 2.5 (H2 production rate: 255.2 µmol/h/g) [103]

g-CS+TiO2-X 2.3 (H2 production rate: 68.3 µmol/h/g) [103]

Se(IV) ion doped TiO2 2.85 [104]

N-doped TiO2 3.06 [105]

Co-doped TiO2 2.92 [105]

Co-1N-doped TiO2 2.91 [105]

Co-2N-doped TiO2 2.90 [105]

Co-3N-doped TiO2 2.92 [105]

Mesoporous carbonate-doped
phase-junction TiO2

nanotubes
2.69-2.92 (H2 production rate: 6108 µmol/h/g) [106]

B-doped TiO2 2.40 [108]

S-doped TiO2 2.23 [108]

C-doped TiO2 2.53 [108]

P-doped TiO2 2.30 [108]

N-doped TiO2 2.51 [108]

F-doped TiO2 2.61 [108]

Cl-doped TiO2 2.34 [108]

N-TiO2 2.94 [109]

Cu-TiO2 3.22 [109]

(Cu, N)-TiO2 2.96 [109]

TiO2/g-C3N4 2.34 [109]

N-TiO2/g-C3N4 2.31 [109]

Cu-TiO2/g-C3N4 2.23 [109]

(Cu, N)-TiO2/g-C3N4 2.26 [109]

g-C3N4/TiO2 2.21 [110]

(C, N)-doped rutile TiO2 2.59 [111]

Rh, Nb co-doped TiO2 NA [112]
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Table 1. Cont.

Nanomaterial Bandgap [eV] Ref.

S, N, or S+N doped TiO2
anatase (101) nanotubes 2.78–4.32 [113]

S-doped TiO2 2.72 [114]

Sc-doped three-layer fluorite
structured TiO2

4.00 [115]

V-doped three-layer fluorite
structured TiO2

3.95 [115]

Cr-doped three-layer fluorite
structured TiO2

3.98 [115]

Mn-doped three-layer fluorite
structured TiO2

3.66 [115]

Fe-doped three-layer fluorite
structured TiO2

3.39 [115]

Co-doped three-layer fluorite
structured TiO2

4.01 [115]

Ni-doped three-layer fluorite
structured TiO2

4.20 [115]

Cu-doped three-layer fluorite
structured TiO2

4.20 [115]

Zn-doped three-layer fluorite
structured TiO2

3.60 [115]

4d metals doped TiO2
nanotubes 2–4 [116]

Three-layer TiO2 (101)
nanotubes 3.83 [117]

Six-layer TiO2 (101) nanotubes 4.17 [117]

Nine-layer TiO2 (001)
nanotubes 3.95 [117]

Six-layer TiO2 (001) nanotubes 4.15 [117]

Facer dependency of TiO2 NA [118]

TiO2 NA [119]

Phase stability in TiO2 NA [120]

Rutile TiO2 NA [121]

aTiO2 2.70–2.85 [14]

As Table 1 clearly illustrates, the major focus for theoretical studies had been on
bandgap calculations and alterations, but these numerical results had deviations from
the results from experimental research. The majority of dopants introduced intermediate
bandgaps to the structure, thus reducing the needed phonon energy for excitation. We find
that by choosing the correct dopant, the effective bandgap can be lowered to 2.15 eV by
co-doping TiO2 with sulfur and niobium [98]. Other promising candidates are N-doped
aTiO2 (2.25 eV) [97] and the more complex g-C3N4/TiO2 (2.21 eV) [110]. A general problem
with the computational studies we have reviewed is the lack of a successful descriptor of
the hydrogen evolution reaction (HER) activity, however, the hydrogen adsorption free
energy, ∆GH, has shown promises [122].
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4. Experimental Research

Recent advances in fabrication techniques have made it possible to deposit ultra-thin
films, various-sized nanoparticles, and to create nanowires, nanorods, nanobelts, etc. This
has made it possible to utilize interesting properties of nanostructure and improve TiO2
photocatalysts.

4.1. Metal Dopants

An interesting phenomenon that could be exploited to increase the solar absorption is
the surface plasmon resonance (SPR) effect and localized surface plasmon resonance (LSPR)
effect, where metal nanoparticles absorb incoming light outside the bandgap of the catalyst.
The generated electrons will then be transferred to the surface of the photocatalyst and
take part in the oxidation and reduction of the water molecules. To achieve this, one must
add metal nanoparticles to the surface of the photocatalyst and let them absorb incoming
radiation. Several attempts utilizing metal dopants on TiO2 photocatalysts have revealed
an increase in light absorption due to SPR/LSPR.

Zhao Li et al. worked on aluminum-doped TiO2, and they report an increased PEC
efficiency due to the LSPR effect [123]. Interestingly enough, they also found that an
ultrathin (0.8–2.5 nm) layer of Al2O3 is formed naturally, which works as a protective layer
against Al NPs corrosion and in reducing the surface charge recombination [123].

A similar increase in light absorption due to SPR and LSPR can be found using Co, Ni,
titanium nitride (TiN), Au, Cu, or Ag dopants [124–129]. Nickel was also found to improve
the separation of electron–hole pairs [125], while TiN assisted with charge generation,
separation transportation, and injection efficiency [126]. Another advantage of the Ag
nanoparticles is that they lower the charge carrier recombination rate [129]. In their research
on Au dopants, Jinse Park et al. used ZnO–TiO2 nanowires and found that the nanowires
themselves excel in charge separation and transportation [127]. Shuai Zhang et al. used
a Cu doped TiO2 nanowire film, which showcased clear improvement in photocurrent
density due to the unique architecture [128].

In a similar experiment, Jie Liu et al. used Co3O4 quantum dots on TiO2 nanobelts
and achieved H2 and O2 production rates of 41.8 and 22.0 µmol/hg [130]. The QDs
favored transfer and accommodation of photo-generated electrons, in addition, to inhibit
the recombination of charge carriers [130].

Doping could also induce a Schottky junction in the photocatalyst, which could
help increase the charge transfer and help separate the photogenerated electrons and
holes. He et al. showed this, using TiO2 nanowire decorated with Pd NPs and achieving
a photocurrent density of 1.4 mA/cm2 [131]. The use of platinum within TiO2 based
photocatalysts is well known, and Lichao Wang et al. showed that by creating a Pt/TiO2
photocatalyst, an H2 production rate of 7410 µmol/gh is achievable [132].

Complex dopants have also been used on TiO2, in addition to nanostructures. This
makes it possible to combine the properties of the various dopants on TiO2. In an attempt
to increase the hydrogen production of TiO2, Ejaz Hussain et al. doped TiO2 with Pd–BaO
NPs [133]. They achieved an H2 production of 29.6 mmol/hg in a solution of 5% ethanol
and 95% water [133]. Hussain et al. took advantage of the inherent high catalytic activity
of the Pd nanoparticles, and the fact that barium oxide (BaO) enhances the electron transfer
from the semiconductor band to the Pd centers [133]. In a similar approach, cadmium
sulfide (CdS) was incorporated into a TiO2 photoanode [134]. This utilized the suppression
of electron-hole recombination and efficient charge separation/diffusion due to the nanorod
structure, in addition to the SPR effect from the dopants [134]. Instead of doping TiO2
only with CdS, it could be combined with tin (IV) oxide (SnO2) nanosheets. The reason for
this is that TiO2 reduces the charge recombination between Cds and SnO2 [135]. Thus, the
number of electrons and holes reaching the surface and participating in the reduction or
oxidation process increases.
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It is also possible to dope TiO2 with Ti3+ and Ni to improve the overall efficiency; in
fact, Ti3+/Ni co-doped TiO2 nanotubes have a bandgap of 2.84 eV [136]. This is roughly
12% narrower than that of pure TiO2 and could be explained by the SPR effect.

Lately, there has been some research devoted to black titanium dioxide. Mengqiao Hu
et al. used Ti3+ self-doped mesoporous black TiO2/SiO2/g–C3N4 sheets [137]. The system
has a bandgap of ~2.25 eV and photocatalytic hydrogen evolution of 572.6 µmol/gh. This
is all due to the unique mesoporous framework enhancing the adsorption of pollutants
and favoring the mass transfer, Ti3+ self-doping reducing the bandgap, and extending the
photoresponse to the visible light region [137].

Through modifying the TiO2 NPs with 2D molybdenum disulfide (MoSe2), Lulu Wu
et al. achieved a hydrogen production rate of 5.13 µmol/h for samples with 0.1 wt.%
MoSe2 [138]. They created MoSe2 nanosheets, which were then combined with TiO2
nanoparticles to create an efficient photocatalyst (Figure 8), by taking advantage of the
wide light response and rapid charge migration ability of 2D nanosheets MoSe2. A slightly
different approach would be to wrap rutile TiO2 nanorods with amorphous Ta2OxNy
to achieve an optical bandgap of 2.86 eV with band edge positions suitable for water
splitting [139].

Molecules 2021, 26, x FOR PEER REVIEW 15 of 30 

 

Through modifying the TiO2 NPs with 2D molybdenum disulfide (MoSe2), Lulu Wu 
et al. achieved a hydrogen production rate of 5.13 µmol/h for samples with 0.1 wt.% 
MoSe2 [138]. They created MoSe2 nanosheets, which were then combined with TiO2 na-
noparticles to create an efficient photocatalyst (Figure 8), by taking advantage of the wide 
light response and rapid charge migration ability of 2D nanosheets MoSe2. A slightly dif-
ferent approach would be to wrap rutile TiO2 nanorods with amorphous Ta2OxNy to 
achieve an optical bandgap of 2.86 eV with band edge positions suitable for water splitting 
[139].  

 
Figure 8. SEM images of MoSe2 with TiO2 nanoparticles synthesised using a simple hydrothermal method; (a,b) 0.025%, 
(c,d) 0,05%, and (e,f) 0.1% mass ratio of MoSe2:TiO2. Reprinted with permission from [138]. Copyright 2019, with permis-
sion from Elsevier. 

Bismuth vanadate (BiVO4), iron (III) oxide/hematite (Fe2O3), and bismuth ferrite 
(BiFeO3) are materials with interesting properties for solar-driven water splitting. They all 
have low bandgaps, which could help with visible light absorption, and are both simple 
and inexpensive materials [140–142]  

Xin Wu et al. utilized BiFeO3 (BFO) on top of TiO2 and found a photocurrent density 
as high as 11.25 mA/cm2, 20 times higher than that of bare TiO2 [143]. The improvement is 
mainly due to the heterostructure of BFO/TiO2 and the ferroelectric polarization due to 
the introduction of BFO, which could lead to upward bending at the interface and thus 
effectively drive the separation and transportation of photogenerated carriers [143]. 

Bismuth vanadate is most often used together with a dopant. For example, Jia et al. 
used W to dope TiO2/BiVO4 nanorods and obtained a bandgap of 2.4 eV [144]. In addition, 
Wengfeng Zhou et al. synthesized an ultrathin Ti/TiO2/BiVO4 nanosheet heterojunction 

Figure 8. SEM images of MoSe2 with TiO2 nanoparticles synthesised using a simple hydrothermal
method; (a,b) 0.025%, (c,d) 0,05%, and (e,f) 0.1% mass ratio of MoSe2:TiO2. Reprinted with permission
from [138]. Copyright 2019, with permission from Elsevier.

Paper A 71



Molecules 2021, 26, 1687 16 of 30

Bismuth vanadate (BiVO4), iron (III) oxide/hematite (Fe2O3), and bismuth ferrite
(BiFeO3) are materials with interesting properties for solar-driven water splitting. They all
have low bandgaps, which could help with visible light absorption, and are both simple
and inexpensive materials [140–142]

Xin Wu et al. utilized BiFeO3 (BFO) on top of TiO2 and found a photocurrent density
as high as 11.25 mA/cm2, 20 times higher than that of bare TiO2 [143]. The improvement is
mainly due to the heterostructure of BFO/TiO2 and the ferroelectric polarization due to
the introduction of BFO, which could lead to upward bending at the interface and thus
effectively drive the separation and transportation of photogenerated carriers [143].

Bismuth vanadate is most often used together with a dopant. For example, Jia et al.
used W to dope TiO2/BiVO4 nanorods and obtained a bandgap of 2.4 eV [144]. In addition,
Wengfeng Zhou et al. synthesized an ultrathin Ti/TiO2/BiVO4 nanosheet heterojunc-
tion [145]. It had an enhanced photocatalytic effect due to the formation of a built-in electric
field in the heterojunction between TiO2 and BiVO4 [145]. Using Co, Pi Quan Liu et al. mod-
ified a TiO2/BiVO4 composite photoanode, which shows improved visible light absorption
and a more efficient charge transfer relay [146]. By combining FeOOH/TiO2/BiVO4, Xiang
Yin et al. created a photoanode that led to a hydrogen production rate of 2.36 µmol/cm2

after testing for 2.5 h [147].
However, it is possible to use BiVO4 without a dopant BiV because O4 and TiO2

naturally complement each other. It allows for the exploitation of the excellent absorption
properties of BiVO4 to produce highly reductive electrons through TiO2 sensitization under
visible light [148]. Another example of this is how Ahmad Radzi et al. deposited BiVO4 on
TiO2 to increase PEC efficiency [149].

Hematite is usually combined with more complex structures, for example, 3d ordered
urchin-like TiO2@Fe2O3 arrays [150]. Using these arrays Chai et al. reported a photocurrent
density of 1.58 mA/cm2 at 1.23 V vs. reversible hydrogen electrode (RHE) [150]. This is a
clear improvement compared to pristine TiO2.

A different approach is to use amorphous Fe2O3 with TiO2 and silicon (Si). With
this method, Zhang et al. achieved a photocurrent density of 3.5 mA/cm2 at 1.23 V vs.
RHE [151]. It is also possible to use TiO2 as the dopant on hematite. Fan Feng et al.
decorated a hematite PEC with TiO2 at the grain boundaries [152] that increased the charge
carrier density and improved the charge separation efficiency, resulting in a photocurrent
density of 2.90 mA/cm2 at 1.23 V vs. RHE [152].

However, one could also use a simple TiO2/Fe2O3 heterojunction, which Deng et al.
found improved the photocurrent density due to improved separation and transfer of
photogenerated carriers [153].

A few studies are also reported on on metal-organic frameworks (MOFs) in coopera-
tion with TiO2.

Yoon et al. coated TiO2 nanorods (NRs) with NH2–MIL-125(Ti) and achieved a
photocurrent density of 1.62 mA/cm2 [154]. The high photocurrent can be explained by
several factors: the large surface area and crystallinity of TiO2 NRs, which leads to effective
light absorption and charge transport. Or the moderate bandgap of MIL(125)–NH2, the
uniform and conformal coating of the MIL layer, and the efficient charge carrier separation
and transportation through the type (II) band alignment of TiO2 and MIL(125)–NH2.

4.2. Non-Metal Dopants

Metal dopants could act as recombination centers for electrons and holes and thus
lowering the overall efficiency of the photocatalyst [155]. Thus, a large number of research
studies have been going on toward doping TiO2 with non-metal dopants, for example, Si,
S, C, F, and N.

Yang Lu et al. doped TiO2 nanowires with earth-abundant Si and achieved an
18.2 times increase in the charge carrier density, which was better than in N and Ti (III)
doped TiO2 [156]. The increase in visible light photocatalytic activity is due to the enhanced
electron transport, because of higher charge-carrier density, longer electron lifetime, and
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larger diffusion coefficient in Si-doped TiO2 NWs [156]. High-quality graphene could be
of use in water splitting as quantum dots on rutile TiO2 nanoflowers because they are
highly luminescent and can absorb UV and visible light up to wavelengths of 700 nm [157].
Bellamkonda et al. found that multiwalled carbon nanotubes–graphene–TiO2 (CNT–GR–
TiO2) could achieve a hydrogen production rate of 29 mmol/hg (19 mmol/hg for anatase
TiO2) [158]. They also had an estimated solar energy conversion efficiency of 14.6% and a
bandgap of 2.79 eV, which was due to the generation of Ti3+ and oxygen vacancies within
the composite [158]. TiO2 absorbs UV light due to its inherent large bandgap, Qiongzhi
Gao et al. [159] utilized this and doped TiO2 with hydrogenated F. The hydrogen-treated F
atoms increased both UV and visible light absorption. When TiO2 is doped with sulfur,
an abundant element, a bandgap of 2.15 eV can be expected [160]. N and lanthanum (La)
co-doping of TiO2 does not reduce the bandgap, but the photocatalytic effect is seen to be
enhanced due to an increase in surface nitrogen and oxygen vacancies [161].

4.3. Improved Production Methods

As discussed, although there are several options in order to dope TiO2 with metals
and non-metals, the research community has devoted much energy to improving the
characteristics of TiO2 photocatalysts through appropriate synthesis conditions. It is
possible to achieve improved mechanical strength, enhanced composite stability, surface
area, roughness, and fill factor for TiO2 by using branched multiphase TiO2 [162].

Treating TiO2 with Ar/NH3 during the fabrication process, which could improve the
density of the charge carrier and broaden the photon absorption both in the UV and visible
light regions [163]. An increase in density of states at the surface and a 2.5-fold increase
in photocurrent density at 1.23 vs. RHE could be achieved by anodizing and annealing
TiO2 during the fabrication process [164]. Ning Wei et al. showed that by controlling TiO2
core shells, it was possible to achieve a bandgap of 2.81 eV, and had an H2 evolution rate of
49.2 µmol/(h cm) [165].

Huali Huang et al. looked into the effect of annealing the atmosphere on the per-
formance of TiO2 NR [46]. Oxygen, air, nitrogen, and argon were used as the different
atmospheres. The same rutile phase was observed, but it resulted in different H2 activities.
Samples annealed in argon showed the highest photocurrent density of 0.978 mA/cm2 at
1.23 V vs. RHE [46], an increase of 124.8% compared to the oxygen annealed samples. It
was found that the density of oxygen vacancies in the samples increased with the decrease
in oxygen in the annealing atmosphere [46]. The increase in oxygen vacancies enhances
visible light absorption and increases the electron conductivity (inhibits recombination of
the charge carriers) [46].

Aleksander et al. examined what would happen if the substrate, which TiO2 was
fabricated on was changed [166]. The authors lowered the optical reflection by using black
silicon, which in turn increased the light collection [166]. They also found that the addition
of noble metals could induce SPR in the visible light region [166].

By combining improved production methods and doping/co-doping with metals/non-
metals, TiO2 could be realized as an efficient photocatalyst. Fu et. al. showed that by
controlling the HCl concentration during the synthesis process, it was possible to synthe-
size well-crystallized rutile TiO2 nanorods with special aspect ratios [167]. They proposed
a process, as shown in Figure 9, for synthesizing rutile TiO2 with different aspect ratios.
Rutile TiO2 nanorods with small aspect ratios were formed by placing titanium tetrachlo-
ride (TiCl4) in liquid hydrochloric acid (HCl) before undertaking hydrothermal treatment.
The key factors were the presence of Cl− and H+ at high temperature and pressure. For
the synthesis of nanorods with medium/large aspect ratios titanium butoxide (TBOT)
was added dropwise to HCL (aq.)/NaCl (aq.) This created rutile/anatase crystal seeds,
which were placed in HCl (aq.) for the final growth process. They concluded that with
decreasing aspect ratios, the photocatalytic water splitting activity would increase for TiO2
nanorods [167].
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Figure 9. Schematic illustration of the synthesis of rutile TiO2 with specific (small, medium, and large) aspect ratios.
Reprinted with permission from [167]. Copyright 2018, with permission from RSC.

4.4. Collected Data

We present in Table 2 the obtained bandgap, photocurrent density, H2, and O2 pro-
duction rate values from experimental studies that are reviewed here.

We see from the data presented in Table 2 that it is possible to adjust the properties of
TiO2 photocatalysts by doping or through structural changes. For example, Elbakkay et al.
achieved a bandgap of 2.15 eV using an S–TiO2/S-reduced graphene oxide catalyst [160].
Both theoretical and experimental studies point at sulfur as a possible dopant for TiO2 that
could drastically reduce the effective bandgap of the photocatalyst. In general, theoretical
studies tend to focus on simpler structures and doping of TiO2, while experimental research
has moved on toward more complex structures of TiO2 that consist of several layers,
materials, and nanostructures.

It is clear from Table 2 that the various solutions and potentials are used for measuring
HER, and presenting photocurrent density in different ways is an issue that makes the direct
comparison difficult. This hampers the evaluation of the most promising TiO2 structure
for photocatalytic activity. Likewise, the theoretical studies use different models and
approximations that make it difficult to compare the numerical results for different TiO2
structures. Combined theoretical and experimental study along with the establishment
of standards, for example, for measuring H2 production, would help the path to develop
TiO2 photocatalysts towards commercial realization.
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Table 2. This table displays the bandgap, photocurrent density, and H2 production rate experimentally achieved for doped/modified TiO2 structures in articles reviewed in this study.

Nanomaterial Bandgap
[eV]

Photocurrent Density at 1.23 V
vs. RHE [mA/cm2]

H2 Production Rate
1.5G Sunlight Bias at 1.23 vs. RHE

O2 Production Rate
1.5G Sunlight Bias at 1.23 vs. RHE Ref.

TiO2@Fe2O3/TiO2 2.2 1.58, and 3.6 at 1.6 V vs. RHE NA NA [150]

α-Ta2OxNy enwrapped TiO2 rutile nanorods 2.86 1.32 244.2 mmol/m2h 112.7 mmol/m2h [139]

Ag-TiO2-NR05 2.64 0.08 and 0.10 mA/cm2 at 1.2 and
1.6 V vs. RHE

NA NA [129]

W-TiO2/BiVO4 nanorods 2.4 2.5 41 µmol/h NA [144]

Branched multiphase TiO2 3.04 0.95 NA NA [162]

Co3O4 quantum dots on TiO2 3.07 0.0005 41.8 µmol/h/g 22.0 µmol/h/g [130]

Co-Pi modified 3D TiO2/BiVO4 NA 4.96 at 0.63 V vs. Ag/AgCl NA NA [146]

Co doped TiO2 nanotubes 2.88 1.0 NA NA [124]

Controllable TiO2 core shells 2.81 3.88 49.2 µmol/cm2h 25.2 µmol/cm2h [165]

A-Fe2O3/TiO2/Si NA 3.5 NA NA [151]

Al@TiO2 NA NA NA NA [123]

Si-doped TiO2 nanowires NA NA NA NA [156]

Three-layer (SiO2, Al2O3, and TiO2) structure with Au
particles for LSPR NA NA NA NA [168]

BiFeO3/TiO2 NA 11.25 NA NA [143]

Graphene QDs decorated rutile TiO2 nanoflowers NA ~0.32 at 0.5 V vs. Ag/AgCl NA NA [157]

Hierarchical TiO2/Fe2O3 NA 1.79 NA NA [153]

CNT-GR-TiO2 2.79 NA 29 mmol/h/g NA [158]

SnO2 nanosheets with TiO2 and CdS QD NA 4.7 at 0V vs. Ag/AgCl NA NA [135]

TiO2 nanotubes treated with Ar/NH3+ NA 1 at 1.18 V vs. RHE NA NA [163]

TiO2 nanowire decorated with Pd NA 1.4 NA NA [131]

NH2-MIL-125(Yi) on TiO2 nanorods NA 1.62 NA NA [154]

Ni-doped TiO2 nanotubes NA 0.93 at 0 V vs. Ag/AgCl NA NA [125]

N doped La/TiO2 2.96–2.99 NA 8.25 µmol/h/g NA [161]
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Table 2. Cont.

Nanomaterial Bandgap
[eV]

Photocurrent Density at 1.23 V
vs. RHE [mA/cm2]

H2 Production Rate
1.5G Sunlight Bias at 1.23 vs. RHE

O2 Production Rate
1.5G Sunlight Bias at 1.23 vs. RHE Ref.

TiN boosted N doped TiO2 NA 3.12 NA NA [126]

CuO@TiO2 nanowires NA 0.56 NA NA [128]

Pd-BaO NPs on TiO2 NA NA 29.6 mmol/h/g NA [133]

S-TiO2/S-RGO 2.15 3.36 at 1 V vs. Ag/AgCl NA NA [160]

Anodized and H2 annealed TiO2 NA 2.5 fold TiO2 NA NA [164]

TiO2 NPs modified with 2D MoSe2 NA NA 5.12 µmol/h NA [138]

Ultrathin Ti/TiO2/BiVO4 NA 5.8 µa/cm2 at 0.5 V vs. Ag/AgCl NA NA [145]

TiO2 on black Si NA NA NA NA [166]

ZnO-TiO2 core-shell nanowires decorated with Au NPs NA 1.63 NA NA [127]

TiO2/CdS system 2.25 30 mA/cm2 (at 1 V vs. Ag/AgCl)
under 1.5 AM 1.3 mmol/cm2h NA [134]

FeOOH/TiO2/BiVO4 NA 3.21 2.36 µmol/cm2 1.09 µmol/cm2h [147]

hematite PEC decorated with TiO2 at the grain boundaries NA 2.90 NA NA [152]

the effect of annealing atmosphere on the performance of
TiO2 NR NA 0.978 NA NA [46]

Ti3+/Ni co-doped TiO2 nanotubes 2.84 0.87 NA NA [136]

Hydrogenated F-doped TiO2 3.0 NA 3.76 mmol/h/g NA [159]

BiVO4 deposited on TiO2 NA 35 µ under 100 mW/cm2 in 0.5M
Na2SO4

NA NA [149]

BiVO4 used together with TiO2 NA ~0.3 at 1.0 V vs. RHE NA NA [148]

Pt/TiO2(anatase) photocatalyst NA NA 7410 µmol/h/g 5096 µmol/h/g [132]

Ti3+ self-doped mesoporous black TiO2/SiO2/g-C3N4
sheets

~2.25 NA NA NA [137]

Rutile TiO2 nanorods with small aspect ratio NA NA 1229 µmol/h/g 549 µmol/h/g [167]

Rutile TiO2 nanorods with medium aspect ratio NA NA 783 µmol/h/g 369 µmol/h/g [167]

Rutile TiO2 nanorods with large aspect ratio NA NA 549 µmol/h/g 252 µmol/h/g [167]
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As we can observe from the results presented so far, great steps have been taken
to make TiO2 photocatalysts for water splitting a viable technology for green hydrogen
production. However, even though the progress has been rapid over the past decade there
are still obstacles in the way to large-scale production facilities.

Coordinated theoretical and experimental study of TiO2 structures for enhancing the
electronic, optical, and physical properties will help achieve the goal of efficient low-cost
photocatalysts for water splitting.

In general, during the synthesis of the photocatalysts, there is uncertainty in the exact
composition and structure of the compound [169,170]. This is especially prevalent for
doping and the location of the dopants in the compound. For example, if the dopants
are too deep or too shallow (on the surface), they will behave as recombination centers
and thus reduce the overall solar to hydrogen efficiency [171]. The selection of deposition
techniques for TiO2 structures will have an effect on the performance as these techniques
have advantages and disadvantages. For example, chemical vapor deposition (CVD) and
physical vapor deposition (PVD) produce homogenous and flexible microstructure and
super hard materials, but the drawbacks are challenges with deposition rate, maintenance
cost, and the size of the component. Thermal spraying has the advantage of fast deposition
rates, large components, and ease of exploitation, but does not produce coatings of the
same quality as CVD, electrodeposition, or PVD [172]. In other words, there is always the
dilemma of choosing the correct deposition method and figuring out how it could affect
the performance of the material. The research community employs a variety of techniques
to characterize the material, infrared spectroscopy, Raman spectroscopy, scanning elec-
tron microscopy (SEM), X-ray spectroscopy, etc. Because the reviewed studies employ
different characterization methods to verify, for example, the bandgap of TiO2 structures, a
comparison of results in different studies becomes challenging. Another challenge is that
experiments are not carried out under standardized conditions (e.g., with constant irradi-
ance and homogeneous light distribution), the assessment of the real progress achieved
with modified TiO2 is often difficult. Furthermore, comparisons between pristine TiO2
and enhanced photocatalysts are frequently biased because samples selected as reference
materials present a relatively low photoactivity [173].

Computational modeling and simulations can help relieve some of these issues, al-
though it comes with its own limitations. One advantage of theoretical simulations is
that it is possible to create the exact structure you want to work on. Thus, we can inves-
tigate specific attributes and properties by fine-tuning the structure and composition of
the compound. Moreover, the calculation of the H2 and O2 production is not based on
measurement conditions, which makes results easier to compare.

4.5. Production Facilities

The aforementioned challenges are not the only ones that the research community
faces in using TiO2 as the photocatalytic material for water splitting. Unfortunately, there
is still a lack of scalable systems that could produce hydrogen in an economically feasible
manner, even with an efficient catalyst [174]. Pinaud et. al. proposed and discussed the
economic feasibility of four different designs of photocatalytic water splitting plants and
the schematics are shown in Figure 10 [175].

Type 1 is a single bed particle suspension reactor and it is the simplest of the four. It
consists of a low-lying horizontal plastic bag containing a slurry of photoactive particles in
an electrolyte. The plastic bag is designed to allow light to penetrate, while it retains the
electrolyte, photoactive particles, and evolved gases.

The Type 2 reactor is a dual bed with particle suspension, and it is similar to that of
the Type 1 reactor. However, the biggest difference is that separate beds are used for H2
and O2 production.
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Figure 10. Schematic of the four different reactors. (a) Cross section of the Type 1 reactor showing the particle slurry
contained by the baggies and separated by the driveway, (b) Type 2 reactor cross section with separate oxygen and hydrogen
baggies connected by a porous bridge, (c) Type 3 reactor utilizing a photoelectrochemical (PEC) cell instead of photocatalytic
water splitting (PWS) being directed toward the sun and (d) Type 4 reactor design that combines the PEC cell with an offset
parabolic solar concentrator. Drawing not to scale. Reused with permission from [175]. Copyright 2013, with permission
from Royal Society of Chemistry.

The third option, named Type 3 reactor, is a fixed panel array, which consists of
an integral planar electrode with multiple photoactive layers sandwiched between two
electrodes. The entire system is within a transparent plastic electrolyte reservoir. The final
alternative is the Type 4 reactor, which is a tracking concentrator array that uses an offset
parabolic cylinder array to focus sunlight on a linear PEC cell receiver and has two-axis
steering to track the daily movement of the sun [175].

In general, it was found that the key component for realizing these designs was to
improve the solar to hydrogen efficiencies [175]. However, there are also other limitations,
such as safety issues with the H2 and O2 gas mixture, how to split and collect the H2 and
O2 gasses, a lack of general understanding of how the photocatalyst particle works, the
mechanical integrity of the plastic bags, etc. [175].
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5. Conclusions and Long-Term Outlook

Even though considerable progress has been made in the development of solar-driven
water splitting with TiO2 as the photocatalyst, we believe there are four major challenges
the research community must tackle before it becomes a viable technology.

The first challenge is the lack of a standard way to express the hydrogen production
rates with varying photocatalytic materials. Research groups have been presenting these
generations’ rates in different ways that make the comparison challenging. As seen in the
literature presented here, the measured hydrogen evolution rates depend on specific details
of the experimental setup, such as the spectrum of the light source, the light intensity at the
sample, co-catalyst selection, size of the potential, and type and selection of the solution.
Suggestions and solutions for standard experimental setups are also needed. However,
reporting the apparent quantum yield (AQY) instead of only the gas evolution could be
a part of the solution [176,177]. This will help bridge the gap between experimental and
theoretical results. Computational modeling has some of the same challenges as the model,
assumptions, approximations, and software used will affect the numerical results that
make the comparison of results demanding. The missing piece here is calculations of
the hydrogen and oxygen evolution rates, and an alternative can be studying the Volmer
reaction, the Tafel reaction or the Herovsky reaction, and the Gibbs free energy [178,179].

The second challenge is the material TiO2 and its wide bandgap of 3.2 eV, which
is in the ultraviolet section of the visible light spectrum. This means that 97% of the
energy coming from the sun is not usable for TiO2 photocatalysts. There have been several
attempts to lower the bandgap of TiO2, both experimentally and theoretically, which have
been successful. However, the most successful experimental works are based on complex
nanostructures or layered structures that are difficult and expensive to create at a larger
scale. Computational modeling has in general focused more on various dopants and
doping percentages. Unfortunately, the best results are seen when using noble metals or
expensive metals. However, sulfur doping could be a solution to this problem. Combined
TiO2 with other earth-abundant materials as MoS2 or WS2 could be better photocatalysts
in the future [180,181].

The third challenge is the lack of research combining experimental research with
theoretical simulations to optimize the characteristics of TiO2 structures for photocatalytic
applications. This is a weakness in the current research as theoretical modeling and
simulation could work as a great screening tool for the experimentalists, reducing their
workload. Theoretical research could also help with the fundamental understanding of
the process involved in solar-driven water splitting. By combining the two methods, it is
easier to see the inner workings of the photocatalyst and to determine where improvement
is needed. Moreover, computational work requires experimental verification and for
validating the numerical results.

The final challenge is the lack of scalable systems that could produce hydrogen in an
economically feasible manner, even with an efficient catalyst [174]. There is currently a
lack of scalable and functional production facilities. The ones that do exist have a solar-
to-hydrogen efficiency of 1.8% [182], indicating that further research is needed before
photocatalytic water splitting is competitive with other hydrogen production methods.
The main factor for the low efficiencies reported for photocatalytic hydrogen production is
the low solar-to-hydrogen rates of the photocatalyst itself. An interesting idea is to look
into combining TiO2 with perovskites due to the latter’s excellent optoelectronic properties.
Naturally, water-insoluble perovskites combined with TiO2 could be the missing link that
solar-driven water splitting needs.
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a b s t r a c t

We present first-principle computational modelling of the perovskite CsSnxPb(1�x)I3 (x = 0, 0.5 and 1),
aimed at increasing the efficiency of perovskite photovoltaics. Using density functional theory calcula-
tions with a hybrid functional, we predict that both CsPbI3 and CsSnI3 are stable structures with direct
bandgaps, suitable for photovoltaic application. On the other hand, the stable structure of
CsSn0.5Pb0.5I3 exhibits an indirect bandgap, which could work as a direct bandgap due to the short
electron-hole distance. The results of this study demonstrates that through bandgap engineering, we
can obtain larger photon absorption ranges and higher efficiencies for perovskite based photovoltaics.

� 2018 Elsevier B.V. All rights reserved.

1. Introduction

In the last few years perovskite-based photovoltaics has
emerged as a possible solution to the world’s energy problem, hav-
ing now reached efficiencies as high as 22.1% [1]. The current
research is focused on methylammonium lead trihalide per-
ovskites (MAPbX3; MA = CH3NH3

+, X = Cl, Br, I) and metal halide
perovskites (ABX3; A = Cs, Rb, B = Sn, Pb, Ge, X = Cl, Br, I), with
the aim of increasing the efficiency and solve the instability issue
of perovskites [2,3]. Especially CsPbI3 and the lead free CsSnI3 have
shown great potential. One of the main solutions for increasing
efficiency is the doping of the perovskites, as this can have a major
effect on many electronic properties. However, bandgap engineer-
ing in combination with theoretical simulations of perovskites
seems to gather little attention from the research community.

With this in mind, this article proposes a new perovskite
configuration, which combines CsPbI3 and CsSnI3 to improve
the bandgap and the absorption range. The idea is to utilise
simultaneously the two different absorption ranges, 675–750 nm
and 875–1050 nm for CsPbI3 and CsSnI3 respectively, to achieve a
higher absorption efficiency. We show through density functional
theory (DFT) simulations that bandgap engineering of
CsSnxPb(1�x)I3 is possible in a solid solution. Furthermore, we
investigate and compare the structural stability of CsPbI3, CsSnI3
and CsSn0.5Pb0.5I3.

2. Methods and approaches

The total energies have been calculated by the projected aug-
mented plane-wave (PAW) implementation of the Vienna ab initio
simulation package (VASP) [4]. For the exchange-correlation func-
tional part, we used the Perde-Burke-Ernzerhof (PBE) version of the
generalized gradient approximation (GGA) [5]. The ionic coordi-
nates are fully optimised using an energy converged threshold of
a 10�6 eV per atom. We used the hybrid nonlocal exchange-
correlation functional of Heyd-Scuseria-Ernzerhof (HSE06) to cal-
culate the electronic structure and optical properties. In the
HSE06 method, the screened parameter is set to 0.2 Å�1 and 30%
of the screened Hartree-Fock (HF) exchange is mixed with the
PBE exchange functional [6]. The cut-off energy for the plane-
wave basis set is set to 600 eV, and we use a 10 � 10 � 10 C-cent
red Monkhorst-pack k-point mesh for sampling the Brillouin zone.
These settings are used in both PBE and HSE06 calculations for
a-CsSnI3. We used a similar density of k-points and energy
cut-off to estimate total energy as a function of volume for all
the structures considered in the present study.

3. Results and discussion

3.1. Structural description and relative stability

CsSnI3 is a unique phase-change material that exhibits four
polymorphs [7]. Two polymorphs are stable at room temperature:
one has a one-dimensional double-chain structure and is yellow in

https://doi.org/10.1016/j.matlet.2018.02.021
0167-577X/� 2018 Elsevier B.V. All rights reserved.
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color (Y-CsSnI3; Sn2S3-type), and another has a three-dimensional
perovskite structure (see Fig. 1b) and is black in color (c-CsSnI3).
When heated above 425 K, the Y phase transforms to a black cubic
perovskite phase (a-CsSnI3), which, on subsequent cooling, con-
verts to a black tetragonal phase (b-CsSnI3) at 426 K (instead of
Y) and a black orthorhombic phase (c-CsSnI3) at 351 K. In order
to understand the relative stability of these four phases we have
calculated the total energy as a function of unit-cell volume, which
are displayed in Fig. 1a. Among the considered structures, the
Sn2S3-type atomic arrangement is found to have the lowest total
energy. The calculated ionic positions and lattice parameters for
the four phases are found to be in good agreement with experi-
mental findings [3]. It is interesting to note that the energy differ-
ence between a-, b-, c- and Y-CsSnI3 is very small, and hence, one
can easily modify one polymorph into another by application of
moderate temperature or pressure. This is in agreement with the
work of Chung et al. [3] who found that CsSnI3 stabilize in four dif-
ferent structures depending upon the synthesis method/condition
and temperature. Similarly, for the CsPbI3 and CsSn0.5Pb0.5I3
phases, our theoretical energy-volume curves shows that both of
them stabilize in orthorhombic structures with the Pnma space
group (a-phase; Sn2S3-type). At ambient conditions CsPbI3 crystal-
lize in an orthorhombic structure, which at high temperature is

transformed into a cubic (CaTiO3-type) structure [8]. The energy
difference between the two phases of CsPbI3 is 0.15 eV and the cal-
culated structural parameters are in good agreement with the
experimental findings [8]. The crystal structure of CsSn0.5Pb0.5I3
is currently unknown and the present study predict that at ambi-
ent conditions CsSn0.5Pb0.5I3 crystallizes in an orthorhombic
Sn2S3-derived structure.

3.2. Nature of electronic structure and related properties

The calculated band structures for the low-energy structures
are shown in Fig. 2, highlighting the relevant points in reciprocal
space. CsSnI3 is found to have three polymorphs with direct band-
gaps (Y-, a- and b-CsSnI3) and one with an indirect bandgap
(c-CsSnI3). The polymorphs with direct bandgaps are suitable for
photovoltaic application due to the efficient electron-hole
transport. For CsPbI3 we observe a direct bandgap at the C point,
indicating the reason why it is a successful perovskite solar cell
material. For CsSn0.5Pb0.5I3 an indirect bandgap is observed, due
the valence band maximum (VBM) being found between Y-H and
C-X while the conduction band minima (CBM) is between Z-D.
However, we found that the electron/hole jump distance is mini-
mum at Z-D. Furthermore, the energy difference between the

Fig. 1. (a) Calculated total energy (per formula unit; f.u.) as a function of the volume of the unit cell for the different polymorphs of CsSnI3. The involved energy differences
between the different polymorphs are indicated. (b) Crystal structure of CsSnI3 polymorphs. The illustration contains legends for the different atoms.

Fig. 2. Calculated band structures at the HSE06 level of the stable orthorhombic structures of (a) CsSnI3, (b) CsPbI3 and (c) CsSn0.5Pb0.5I3.
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VBM and the band energy in the Z-D is ca 0.001 eV. This makes it
possible for this compound to function as a direct bandgap mate-
rial. This bandgap properties require further research to under-
stand how it works in the real condition. Table 1 summarizes the
band parameters obtained from the calculated band structures of
studied compounds.

3.3. Optical properties

Fig. 3 shows the absorption coefficients and the imaginary part
of the dielectric function for the three perovskites and their stable
polymorphs. The peak for Y- CsPbI3 seen at 3.5 eV is in agreement

with experimental literature. When lead is substituted with Sn, we
get the expected red shift in absorption coefficient [9]. For
CsSn0.5Pb0.5I3 we anticipated an absorbance coefficient with a max-
imum in between the other two. However, we found the maximum
peak to be blue shifted compared to that of both CsSnI3 and CsPbI3.
In addition, we found the maximum peak value for CsSn0.5Pb0.5I3 to
be higher than that of the other two perovskites.

Moving on to the imaginary part of the dielectric function, we
see once again that by combining CsSnI3 and CsPbI3 into
CsSn0.5Pb0.5I3 the maximum peak position is shifted towards
higher energies (blue shifted) instead of being found in between
the maximum peaks of CsSnI3 and CsPbI3 respectively. The

Table 1
Calculated bandgap values, space groups, Mulliken population and BOP for the perovskites based on the two different approximations.

Phase Space group Bandgap (eV) Type of bandgap Mulliken population charges BOP

GGA HSE06

a-CsSnI3 Pm-3m 0.500 0.870 Direct Cs: 0.61, Sn: 0.08,
I: �0.23

0.47 (Sn-I)

Y-CsSnI3 Pnma 0.650 1.017 Direct Cs: 0.66, Sn: 0.26,
I1: �0.39, I2: �0.17, I3: �0.17

�0.56 (Sn-I)
0.33 (Sn-i)
�1.69 (Cs-I)

b-CsSnI3 P4/mbm 0.671 1.060 Direct Cs: 0.66, Sn: 0.19,
I1: �0.23, I2: �0.31

0.16 (Sn-I)

c-CsSnI3 Pnma 2.030 2.670 Indirect Cs: 0.58, Sn: 0.25,
I1: �0.35, I2: �0.24

�0.10 (Sn-I)
�0.30 (Cs-I)

CsPbI3 Pnma 1.500 2.170 Direct Cs: 0.69, Pb: 0.47,
I1: �0.25, I2: �0.42, I3: �0.49

�0.64 (Pb-I)
�0.62 (Cs-I)

CsPbI3 Pm-3m 1.503 2.0934 Direct Cs: 0.67, Pb: 0.48,
I: �0.34

�0.58 (Pb-I)
�0.81 (Cs-I)

CsSn0.5Pb0.5I3 Pnma 2.05 2.713 Indirect/direct Cs: 0.68 to 0.71,
Sn: 0.25, Pb: 0.47,
I: �0.26 to �0.48

0.25 (Sn-I)
0.08 (Sn-I)
�0.73 (Pb-I)
�1.37 (Cs-I)
�1.05 (Cs-Pb)

Fig. 3. Calculated absorption coefficients for (a) different polymorphs of CsSnI3, (b) CsPbI3 and (c) CsSn0.5Pb0.5I3, and imaginary part of the complex dielectric function for (d)
different polymorphs of CsSnI3, (e) CsPbI3 and (f) CsSn0.5Pb0.5I3. We used HSE06 for these calculations.
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maximum value rises from 7.6 x and 8.5 x for CsSnI3 and CsPbI3
respectively to 9.2 x for CsSn0.5Pb0.5I3. This indicates that electro-
magnetic radiation will travel further into the material before
being absorbed.

3.4. Chemical bonding

Based on the charge distribution plots for CsSnI3 reported in
Fig. 4, it is clear that the electrons resides around the individual
atoms. Furthermore, the spherically-shaped charge distribution
indicates that the bonding between Sn – I, Sn – Cs and Cs – I is pri-
marily ionic. The charge transfer map reveals a polar character to
the compound with depletion of charge around the Cs and Sn
atoms. Although Mulliken analysis is more qualitative than quan-
titative it has proven useful in the analysis of chemical bonds
[10]. Our bond overlap population (BOP) values are low, which
supports our findings of ionic binding. CSPbI3 displays the same
ionic trend, with an even stronger charge depletion around the
Cs and Pb atoms. The BOP analysis confirms the ionic bonding with
its low values. However, for CsSn0.5Pb0.5I3 we have the charge pri-
marily distributed around the Sn and I atoms with little charge
around Cs and Pb. Once again, we get low BOP values indicating
an ionic nature of the bonds. The charge transfer plot indicates
towards a slight polar character as charge gathers around the I
atoms, however in general the atoms share the charge.

The Mullikan population charges for the Cs site is around +0.65e
for all three compounds, confirming what is seen in the charge dis-
tribution plot that Cs does not fully donate its one valence electron
to I, Pb or Sn in any of the configurations. For I the charges varies
from �0.17e to �0.49e depending on the configuration, while Pb
and Sn is consistent over the various configurations with charges

of around 0.47e and 0.25e respectively. In other words, Cs, Pb
and Sn all donate parts of their valence electrons to the I atoms.

4. Conclusion

In conclusion, we demonstrated that CsSnI3 could be stabilized
in four different polymorphs, three of which contain a direct band-
gap ideal for photovoltaic applications. By adding Pb to the per-
ovskite to create CsSn0.5Pb0.5I3, we found that although this the
new perovskite has an indirect bandgap, it could work as a direct
bandgap material due to the lower electron-hole distance in the
Z-D region. In general, we found that by combining CsSnI3 and
CsPbI3 we got a new compound with different electronic and opti-
cal structure in addition to different chemical bonding. Based on
this it could be viable to combine various compounds in an attempt
to end up with an optimal compound for photovoltaic applications.
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a b s t r a c t

Ab initio calculations were performed for cubic Fm-3 m (225) and tetragonal (I4/m) phases for
Cs2AgBiBr6(CaB2). We used the Vienna Ab Initio Simulation Package (VASP) to calculate the ground state
properties using two different exchange-correlation functionals, namely the Generalized gradient
approximation method (GGA) and the screened hybrid functional as proposed by Heyd, Scuseria,
and Ernzerhof (HSE06) method. Tetragonal Cs2AgBiBr6 phase was stabilized in the tetragonal phase.
The bandgap (Eg) was calculated using HSE06 for the polymorphs optimized at the PBE level and it is
found that they belong to the indirect bandgap. The calculated bandgap for cubic and tetragonal phases
in HSE06 for Cs2AgBiBr6 were 1.97 eV, and 2.4 eV, respectively. The character of chemical bonding in CaB2

is discussed based on electronic structures, charge density, charge transfer, and bond overlap population
analyses.
Copyright � 2022 Elsevier Ltd. All rights reserved.
Selection and peer-review under responsibility of the scientific committee of the Functional Materials for
Energy, Environment and Biomedical Applications.

1. Introduction

Crystalline silicon is the most used material for photovoltaic
applications. However, over the last decade, perovskite solar cells
made from metal halide perovskite materials are cheaper and
potentially more efficient than other thin-film solar cells [1]. Per-
ovskite is one of the common crystal structures that can be found
on Earth[2]. Due to its optimal structural and electronic properties,
perovskites have received much attention in a variety of thematic
areas and applications such as ferroelectricity, piezoelectricity,
high-Tc superconductivity, ferromagnetism, giant magnetoresis-
tance, photocatalysis, and photovoltaics [3]. The Pb-based hybrid
perovskites (APbI3) have been in focus in solar cell applications
as they offer high power conversion efficiencies (PCE) comparable
to the well-established Si-based solar cells where A could be an
organic cation of CH3NH3 (Methylammonium) [4] or (H2N)2CH+

(Formamidinium) [5]. Recent studies show that (FAPbI3) formami-
dinium lead triiodide gives a high efficiency of 25.6% which is

stable for 450 h [6]. Pb2+ is responsible for unique optoelectronic
properties of APbI3 perovskites because of its 6 s2, p0 configuration,
which results in lone 6 s2 pairs and inactive 6p0 states [7] and also
the high symmetry nature of lead halide perovskite. Nevertheless,
the toxicity of lead and the long-term device stability issues are the
major barriers to limiting its commercialization. Lead toxicity can
be eliminated by replacing Pb with the other group cations. Apart
from Pb2+, Tl3+, and Bi3+ also have the electronic configuration of
6 s2 6p0.

During the annealing process of MAPbI3 (M = CH3; A = NH3),
degradation is noted to occur at 85 �C in an inert atmosphere [9].
Experimentally, it is shown that mixing MAPbI3 with a small quan-
tity of inorganic cations such as Cs+ with methylammonium (CH3-
NH3

+)/formamidinium (CH3(NH2)2+) results in a photostable
material [10]. Cs metal halides are thus of interest and these were
first synthesized already in 1893, and CsPbI3 and CsPbBr3 are
shown to have thermal stability up to the melting point of 460 �C
[11]. This makes Cs based metal halides interesting, and Pb(II)
ion could also be replaced with the combination of monovalent
cation Ag+ and trivalent cation Bi3+. Most of the theoretical and
experimental studies have been carried out with the inorganic
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double perovskite of Cs2AgBiCl6 and Cs2AgBiBr6 [12]. All these
studies are setup for optoelectronic applications which crystallize
in cubic structure space group of Fm-3 mwith an indirect bandgap.
Cs2AgBiBr6 is shown to have good thermal and ambient stability
without encapsulation[13]. A recent study reported that Cs2-
AgBiBr6 had high-hole mobility of 0.29 cm2s-1V�1 in Field-Effect
Transistor Applications [14]. However, there is limited discussion
on the crystallography of Cs2AgBiBr6 and its impact on optoelec-
tronic applications. In addition, the pressure[15] and the tempera-
ture[16] could influence the material to change its crystal structure
and the electronic configuration. For example, at 122 K there is a
phase transition between the room temperature cubic structure
(Fm-3 m) and the low-temperature tetragonal phase(I4/m). This
phase transition could affect the optical and electronic properties
in terms of bandgap energies and the charge carrier lifetime[16].
At 4.5 GPa, cubic Cs2AgBiBr6 transfers to the tetragonal phase(I4/
m) and they showed that beyond the 6.5Gpa the bandgap of the
tetragonal phase narrows from 2.3 eV to 1.7 eV[15]. This leaves
an interesting question regarding what structural changes we will
see and how the optoelectronic properties would change in these
phases.

2. Computational modelling

In this study, we focus on Cs2AgBiBr6, and the total energies of
Cs2AgBiBr6 have been computed using the Vienna ab initio simula-
tion package (VASP)[17]. The core states are described with poten-
tial generated through the projected augmented plane wave (PAW)
method [18]. The exchange and correlation functions are treated
within the GGA approach, using the approximation proposed by
Perdew, Burke, and Ernzerhof (PBE)[19]. We optimized the atomic
positions as well as the cell size and volume, minimizing both the
stress tensor and the Hellman–Feynman forces with an overall
force tolerance of 10�3 eV Å�1. The HSE06 functional was used
for computing the electronic structure. Our parameterization
included a screened parameter of 0.2 Å�1 and 30% mixing of the
screened Hartree-Fock (HF) exchange with the PBE functional
[20]. Fully converged results were obtained with a kinetic cut-off
energy of 600 eV, and a 6 � 6 � 6 U-centered Monkhorst-Pack grids
for integration over the Brillouin zone. This setting was used in
both PBE and HSE06 calculations. The vibrational properties were
computed with the frozen phonon approach, using suitably large
supercell of the optimized structures. The Phonopy software was
used to calculate the phonon dispersion curve and the associated
density of states [21]. An atomic displacement of 0.0075 Å was
used, and displacements in opposite directions were considered
to improve the overall accuracy of the calculation of the force
constants.

2.1. Structural stability

To understand the relative stability between cubic and tetrago-
nal phases, we perform the geometry optimization by using the
Murnaghan equation of fitting, in which the total energy of the unit
cell is minimized concerning the cell volume within the DFT frame-
work [22].

E ¼ E0 þ B0

B
0
0

V � V0ð Þ � B0V0

B
0
0ð1� B

0
0Þ

V
V0

� �1�B
0
0

� 1

" #
ð1Þ

Where V is the primitive-cell volume, B is the bulk modulus,
which provides the behavior of the crystal volume under hydro-
static pressure[23], and B’ is its first pressure derivative. The zero
indexes are the values at zero pressure[24].

The structural stability of the cubic and tetragonal phases has
been studied with the GGA-PBE method.

The calculated energy volume curve clearly indicates that the
tetragonal phase has a lower ground state energy than the cubic
phase, see Fig. 1. This means the tetragonal phase of Cs2AgBiBr6
is more structurally stable than the cubic phase. The computed lat-
tice parameters are given in below Table1.

2.1.1. Dynamical stability
To understand the dynamical stability of the studied poly-

morphs of Cs2AgBiBr6, we carried out phonon calculations and
these are the first such results reported. In addition to the total
phonon density of states (PDOS), we also calculated the phonon
dispersion curves, at the equilibrium volume. Along the high sym-
metry direction of the Brillouin zone for cubic and tetragonal vari-
ations are presented in Fig. 2 with their corresponding PDOS. From
our study, we found that for the tetragonal structure all phonon
modes are positive and this structure is dynamically stable. On
the other hand, the cubic structure has several negative modes
especially G-X, K-G-L, and U-X, and the cubic phase is dynamically
unstable.

2.1.2. Mechanical stability
Material’s mechanical behavior could be explained by the elas-

tic modulus. The relationship between the stress and strain can be
described by Constitutive law within the elastic region and it can
be simplified in Voigt notation [29].

ri ¼
X6
j¼1

cijeij ð2Þ

The elastic constants describe the response to an applied force,
as either applied strain or the required stress to maintain a certain
deformation. Both stress and strain have three tensile and three
shear components. Due to this, the elastic constants of a crystal
can be described using a 6 � 6 symmetric matrix, having 27 com-
ponents where 21 of which are independent [30]. Naturally, we can
reduce the number of components by utilizing any existing sym-
metry in the material. A cubic crystal has only three independent

Fig. 1. The total energy as a function of the volume of Cs2AgBiBr6 halide double
perovskite in cubic and tetragonal phases.
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elastic constants (C11, C12, and C44), each of which is representa-
tive of three deformations (C12 = C13, C11 = C33 = C31, C44 = C66) [31].
The mechanical stability criteria is given as [25].

C44 > 0; C11 > C12; C11 + 2 C12 > 0 ð3Þ
Cubic structure of Cs2AgBiBr6 fulfills mechanical stability

criteria.
Tetragonal phase (C11, C33, C44, C66, C12, and C13)and its mechan-

ical stability criteria [25] are discussed below and tetragonal struc-
ture of Cs2AgBiBr6 too satisfies the criteria.

C11 > 0, C33 > 0, C44 > 0, C66 > 0,C11- C12 > 0, C11

þ C33 � 2C13 > 0;2ðC11 þ C12Þ þ C33 þ 4C13 > 0
ð4Þ

Similar to the elastic constant tensor, the bulk (Bv, BR) and the
shear moduli (Gv, GR) provide information regarding the material
hardness under deformation. These parameters are computed for
the considered phases of Cs2AgBiBr6 and listed in Table2. These
properties can be directly computed from the elastic constants ten-
sors. Using Pugh’s criterion which is based on the value B/G ratio,
we could determine whether the material is ductile or brittle.
When B/G > 1.75, it shows the character of ductility and when it
is less than 1.75, the material shows brittle character. Our calcula-
tions show that Cs2AgBiBr6 is ductile in both phases[25].

2.2. Electronic properties

The bandstructure of Cs2AgBiBr6 was calculated, to investigate
whether it is an insulator, a conductor, or a semiconductor. Elec-
tronic calculations were done using GGA and HSE06 methods.
The band structures E(k) were computed on a discrete k mesh
along with the high-symmetry directions in the Brillouin zone (BZ).

In Fig. 3, we can clearly see that both Cs2AgBiBr6 phases are
semiconductors with an indirect bandgap. The lowest of the con-
duction band (CBM) lies at the L-point whereas the valence band
maxima (VBM) lies at X point in cubic phase materials. For the
tetragonal phase, CBM lies at X and VBM lies at L high symmetric
points in the first BZ. As expected the band gap values obtained
with GGA are underestimations, thus we perform more accurate
calculations with HSE06 [36]. When the symmetry of the material
decreases from cubic to tetragonal phase, the bandgap value
increases, which proven by our computed electronic bandgaps in
Table 3 of both the cubic and tetragonal phases of Cs2AgBiBr6. This

Table 1
Obtained equilibrium lattice parameters (in Å), using GGA.

Cs2AgBiBr6(Fm-3 m) Cs2AgBiBr6(I4/m)

a 11.4836,11.462[25], 11.25[26],11.53
[27],11.271[28]

8.0428,7.844[25],7.879
[16]

c 11.6667,11.425
[25],11.323[16]

Volume/
Å3

378 385

Fig. 2. Phonon dispersion curves of Cs2AgBiBr6 halide double perovskite for a cubic and b tetragonal phases.

Table 2
The calculated single-crystal elastic constants Cij (in GPa), bulk modulus B (in GPa),
shear modulus G (in GPa), Poisson’s ratio (v), Young’s modulus E (in GPa), Pugh’s
indicator B/G and Debye temperature (TD, in K) for Cs2AgBiBr6 phases. Subscript V
indicates the Voigt bound, R indicates the Reuss bound, and H indicates the Hill
average.

Phase Cs2AgBiBr6

Cubic Tetragonal

Cij C11 = 25.409, 59.02[32],44.05[33],47.94[25],
38.74[34]
C12 = 14.483, 13.37[32], 16.36[33], 10.75
[25],7.58[34]
C44 = 6.301,8.15[32],6.56[33],5.13[25],7.46
[34]

C11 = 23.826, 44.76
[25]
C12 = 13.449, 32.02
[25]
C13 = 13.802, 16.85
[25]
C33 = 24.311, 62.75
[25]
C44 = 4.237, 8.81 [25]
C66 = 3.139, 11.62
[25]

Bv 18.13 17.12
BR 18.125 17.039
BH 18.125, 25.59[33] 17.079
Gv 5.97 4.38
GR 5.937 3.680
GH 5.951,8.89[33] 4.032
EV 16.13 12.12
ER 16.057 10.298
EH 16.092 11.213
vv 0.35 0.38
vR 0.352 0.399
vH 0.352 0.391
(B/G) 3.04 4.24
TD 112.7,136[33],137.08[25] 93.2,138.456[25],

114[35]
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indicates that structural distortion and symmetry deterioration
lead to bandwidth narrowing and energetic stability[37] (See
Table 4.).

The electrons’ motion can be described with the definite posi-
tion and momentum under the assumption of all moving charge
carriers that are close to the band edge in terms of a semi-
classical approach. We could explain the mobility of moving charge
carriers using effective mass (m*) as it is a quantity that is used to
simplify band structures by modeling the behavior of a free particle
with that mass. This formula was derived by using approximations
in Taylor’s series expansion at the band edge in the region of para-
bolic fitting[42].

m� ¼ —h2 d2E

dK2

 !�1

ð5Þ

m* is the effective mass of the charge carrier, k is the wave vec-
tor, ⁄ is the reduced Planck constant and E is the energy of an elec-
tron at wave vector k in that band. The parabolic nature (second
derivate) of the bandstructure plot, reveals which one of the struc-
tures that will have the highest electron mobility as the second

derivative and the effective mass are inversely proportional. In
Fig. 3, the bandstructures of HSE06 show a high dispersive (large
second derivative) of the CBM compared to the VBM. This indicates
a lower effective mass of electrons compared to the effective mass
of the holes. Using the transfer rate of charge carriers (v), we can
discover the nature of the mobility or conductivity based on the
following equation.

v ¼ —hk
m� ð6Þ

As the equation illustrates, electron mass increases when the
mobility is reduced, and vice versa. Our calculations show that
both Cs2AgBiBr6 structures have higher electron mobility (me)
compared to hole mobility (mh). Effective mass calculations for
both cubic and tetragonal structures are presented in different
directions in the BZ.

2.3. Chemical bonding

To gain a better understanding of bonding interactions, the cal-
culated valence-charge-density distribution was used. Both cubic
and tetragonal polymorphs are having almost a similar feature as
shown in Fig. 4. According to the charge-density distribution at
the Cs, Ag, Bi, and Br sites, it is evident that the highest charge den-
sity resides in the immediate vicinity of the nuclei. As also evi-
denced from the almost spherical charge distribution, the
bonding between Cs and Br is virtually pure ionic and between
Cs-Br is predominantly ionic. The type of charge distribution seen
in Fig. 4 (b–d) appears to be typical for ionic compounds. On the
other hand, the charge distribution at the Ag, Br, and Bi sites are
of non-spherical nature and the considerable charges are shared
between the Ag-Br, and Bi-Br atoms (see Fig. 4 a and c), which
implies that there must be a significant amount of covalent charac-
ter in the Bi-Br, Ag-Br bonds. Fig. 4 (e–h) depicts the charge trans-
fer (i.e., the electron distribution in the compound minus the
electron density of the corresponding overlapping free atoms) in
Cs2AgBiBr6. This illustration further reconfirms that the charge
has been depleted from the Cs and Ag sites and are transferred
to the Br sites. The overall message is that Cs2AgBiBr6 is to be
regarded as a mixed bonding substance.

Fig. 3. Band diagrams of Cs2AgBiBr6 halide double perovskite for a cubic and b tetragonal phases.

Table 3
Calculated bandgaps (eV) of Cs2AgBiBr6 halide double perovskite (cubic and
tetragonal phases) using GGA and HSE06.

Cs2AgBiBr6(Fm-3 m) Cs2AgBiBr6(I4/m)

GGA 1.35, 1.42[22], 1.26[25] 1.49, 2.06[25]
HSE06 1.97, 2.06[38], 1.79[39]

2.59, 1.34, 2.4[40]
1.98[41]

2.4, 2.3[15]

Table 4
Effective masses (me, mh) calculated for cubic and tetragonal Cs2AgBiBr6 double
perovskite using GGA approximation.

Direction Cs2AgBiBr6(Fm-3 m) Cs2AgBiBr6(I4/m)

me*/mo mh*/mo me*/mo mh*/mo

(G? K) 0.376 0.447 1.020 0.293
(G? L) 0.310 0.366 1.027 0.364
(G? X) 0.328 0.678 1.566 0.421
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3. Conclusion

Structural stability, electronic structure, and chemical bonding
of the cubic and tetragonal phase of Cs2AgBiBr6 were investigated
using the PAW potential method by adopting the first principle
calculations.

The main results obtained are as follows:

� Tetragonal phase of Cs2AgBiBr6 is found to be more stable than
its cubic blende phase.

� The phonon calculations reveal that the tetragonal structure of
Cs2AgBiBr6 is found to be dynamically stable while the cubic
structure shows the negative frequency making it dynamically
unstable.

� The single crystal elastic tensor calculations show that both
phases are mechanically stable and both are ductile.

� Our band structure calculations show that the Cs2AgBiBr6 poly-
morphs are semiconductors with indirect bandgaps.

� Our calculations show cubic and tetragonal phases of Cs2-
AgBiBr6 that have the potential to be used in flexible optoelec-
tronic applications
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Molybdenum disulphide (MoS2) is a rising star among transition-metal dichalcogenides in photovoltaics,

diodes, electronic circuits, transistors and as a photocatalyst for hydrogen evolution. A wide range of

MoS2 polymorphs with varying electrical, optical and catalytic properties is of interest. However, in-depth

studies on the structural stability of the various MoS2 polymorphs are still lacking. For the very first time,

14 different MoS2 polymorphs are proposed in this study and in-depth analysis of these polymorphs are

carried out by employing first-principle calculations based on density functional theory (DFT). In order to

investigate the feasibility of these polymorphs for practical applications, we employ wide range of

analytical methods including band structure, phonon and elastic constant calculations. Three of the

polymorphs were shown to be unstable based on the energy volume calculations. Among the remaining

eleven polymorphs (1T1, 1T2, 1H, 2T, 2H, 2R1, 2R2, 3Ha, 3Hb, 3R and 4T), we confirm that the 1T1, 1T2, 2R2

and 3R polymorphs are not dynamically stable based on phonon calculations. Recent research suggests

that stabilising dopants (e.g. Li) are needed if 1T polymorphs to be synthesised. Our study further shows

that the remaining seven polymorphs are both dynamically and mechanically stable, which make them

interesting candidates for optoelectronics applications. Due to high electron mobility and a bandgap of

1.95 eV, one of the MoS2 polymorphs (3Hb-MoS2) is proposed to be the most promising candidate for

these applications.

Introduction

Recent research has established transition-metal dichalcoge-
nides (TMDs) as a promising material within several elds.1

This is due to their unique optical, electronic and structural
properties, which are dependent on the layered structure of the
TMDs.2–4 Molybdenum disulphide (MoS2) is perhaps the most
well-known TMD with an indirect electronic bandgap of 1.2 eV
(experimental value for bulk MoS2),5 which is surprising as it
has a graphene-like polymorph. This is mainly because the
electronic properties for TMDs are based on lling the
d orbitals, in contrast to graphene and silicon where it is the
hybridization of s and p orbitals that lays the foundation for the
electronic properties.6 In addition to the low bandgap, MoS2 is
a low-cost material; it has a high surface-to-volume ratio and an
abundance of active sites making it attractive in several elds.7

Currently, MoS2 is known for its properties as a lubricant8 and
lately in photovoltaic (PV) cells,9 as a photocatalyst for hydrogen
evolution,10 as gas or biosensors11,12 and as a transistor that can

operate at room temperature.4 Especially within photocatalytic
water splitting MoS2 is seen as the potential successor to TiO2

photocatalysts due to the tuneable bandgaps, its high charge
carrier mobility, high transparency and excellent chemical
stability.7

The MoS2 polymorphs consists of a layer of Mo (transition
metal) sandwiched between two layers of S (chalcogens) and
strong covalent bonds are present within the sandwich, while
the interlayer bonds between two layers are van der Waals
bonds.13 Depending on the coordinate conguration MoS2 can
exist in different phases including 2H, 3R, 1T, 1T0, 1T00, etc.14,15

Amongst these, two phases stand out in terms of favourable
structural properties: 2H MoS2 is a thermodynamically stable
phase with A–B–A sandwich layers that occurs at ambient
pressure conditions, this is also the most commonly used
phase. 1T is a metastable phase, A–B–C layers, and has not been
strictly determined due to a lack of a strict structural rene-
ment. Another important distinction between the two phases is
that 1T is metallic while 2H is a semiconductor/insulator.11

An alternative to adding dopants to transform materials
from insulators to metals is utilising high pressure during the
synthesis. It is well known that bilayer sheets of MoS2 go
through a semiconductor–metal transition upon vertical
compressive pressure. Early research suggests that bulk MoS2
could metallize under pressure as they found that the bandgap
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shrinks due to a negative pressure coefficient of resistivity, dEG/
dP < 0.16 Unfortunately, the structural transition is unknown,
and it requires further research.

Most of the work done on MoS2 by the research community
so far is experimental with focus on synthesis, characterization
and application of the material as a photocatalyst.7,11,12,17–20

However, over the last years, we have seen a rise in computa-
tional work,21 including a pioneering work by Byskov et al.22 As
the MoS2 structure can easily be modied by changing the
stacking sequence and/or the layer distance, a variety of MoS2
polymorphs could be synthesised. However, a fundamental
understanding of how these modications will affect the
structural stability of the material is still lacking. This knowl-
edge is of utmost importance as different congurations have
different properties, making them viable for a diverse range of
applications. So far, the challenges have been to synthesise
MoS2 polymorphs and to identify the stacking sequences. In
this study, we propose asmany as 14 differentMoS2 polymorphs
and carry out in-depth theoretical analysis on their properties
based on DFT calculations. We verify analytically how the
different layers and coordinate conguration of MoS2 affect the
stability and electronic properties of the bulk material. For the
very rst-time, direct comparison between calculated Raman
and IR spectra for pure 1T-MoS2 and 2H-MoS2. The main
objective of this study is to explore the possible metastable
phases of MoS2 and their relative stability.

Method of calculations

All the calculations were performed within the periodic density
functional theory framework, as it is implemented in the VASP
code.23–27 The interaction between the core (Mo: [Kr] 4d5 5s1,
and S: [Ne] 3s2 3p4) and the valence electrons were described
using the projector-augmented wave (PAW) method.26,28 In
order to speed up our structural optimisation process, the
initial structures were optimised with the Perdew–Burke–Ern-
zerhof (PBE) exchange–correlation functional.27 The obtained
PBE level optimised structures were further optimised with the
DFT/vdW-DF2 method and based on this, the energy volume
curves were generated.29–31 Our previous calculations sug-
gested32 that structural parameters in oxides could be reliably
predicted only by using large energy-cut off to guarantee basis-
set completeness. Hence, we have used a cut-off of 600 eV. The
atoms were deemed to be relaxed when all atomic forces were
less than 0.02 eV �A�1 and the geometries were assumed to get
optimized when the total energy converged to less than 1 meV
between two consecutive geometric optimization steps. The
electronic properties were computed by using the screened
hybrid functional as proposed by Heyd, Scuseria and Ernzerhof
(HSE06) for the polymorphs optimized at the PBE level.33 If not
specied differently, we used a Monkhorst–Pack 9 � 9 � 9 k-
mesh for the structural optimization and the electronic poly-
morph studies. Band polymorphs were computed by solving the
periodic Kohn–Sham equation on ten k-points along each
direction of high symmetry of the irreducible part of the rst
Brillouin zone.

The supercell method is used for phonon calculations.34 The
VASP code is used to calculate the real space force constants of
supercells, and the PHONOPY35 code is used to calculate the
phonon frequencies from the force constants on a supercell
consisting of at least 32 atoms in all systems. In order to get the
force-constant matrices for each binary system, every atom is
displaced by a nite displacement of 0.01 �A in x-, y- and z-
direction. Strict energy convergence criteria of (10�8 eV) and 4�
4 � 4 k-points were used for the force constant calculations.
Aer getting the force-constant matrices, the dynamical matrix
is built for different q vectors in the Brillouin zone. The eigen-
values of phonon frequencies and eigenvectors of phonon
modes are found by solving the dynamical matrix. The ther-
modynamic properties require summations over the phonon
eigenvectors which is implemented in the PHONOPY code. We
have checked the dynamical stability of all systems, and no
imaginary modes are observed in the polymorphs. The thermal
properties, including heat capacity, free energy and entropy,
were obtained from the calculated PhDOS. The phonon band
polymorphs gures for all the studied systems have also been
added to the ESI under SI3 and SI4.† Our study is then
completed by evaluating the mechanical stability by computing
the single-crystal elastic constants. A set of strains (�0.015
�0.010 �0.005 0.000 0.005 0.010 0.015) is applied to the crystal
cell, and the stress tensor is calculated. The elastic constants are
then evaluated by linear tting of the stress–strain curve using
VASPKIT.36

Results and discussion
Structural stability and optimization

Structurally, MoS2 can be regarded as strongly bonded two-
dimensional S–Mo–S layers or sandwiches which are loosely
coupled to one another by relatively weak van der Waals-type
forces. Within a single S–Mo–S sandwich, the Mo and S atoms
create two-dimensional hexagonal arrays. Depending on the
relative alignment of the two S-atom sheets within a single S–
Mo–S sandwich, two distinct two-dimensional crystal poly-
morphs are obtained. In one, the metal atoms are octahedrally
coordinated by six neighbouring S atoms, whereas in the other,
the coordination of the metal atoms is trigonal prismatic.
Variations in the stacking sequence and registry of successive S–
Mo–S sandwiches along the hexagonal c axis lead to a large
number of crystal polymorphs or polytypes in three dimensions.
These are referred to as the 1T, 2H, 3R, 4Ha, 4Hb and 6R phases.
In this abbreviated notation, the integer indicates the number
of S–Mo–S sandwiches per unit cell along the hexagonal c axis
and T, H, and R denote trigonal, hexagonal, and rhombohedral
symmetries, respectively. Variations in the stacking sequence
like A, A0, B, B0, C, C00, etc. (for more details see Fig. 3) and
variation in the layer–layer distances means we can tune these
compounds into several modications. In order to understand
the relative stability of these modications, we have considered
the following 14 polymorphs and they have been used as
starting inputs in the structural optimization calculations
(number of formula units; and Materials Project ID are given in
parenthesis; low energy polymorph identied this work is
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highlighted as bold letters): R3m (1, 1434, 2R1), P�3m1 (4,
1027525, 4T), P63/mmc (2, 2815, 2H); P�6m2 (3, 1025874, 3Ha),
P�3m1 (3, 1023939, 2T), P63/mmc (6, 1018809, 3Hb), P�6m2 (1,
1023924, 1H), Pmmn (18, 990083), F�43m (4, 11780), R�3m (1,
558544, 3T), P�3m1 (1, 1238797, 2R2), I�42d (2, 1042086), P�3 (1,
1T2) and P�3m1 (1, 1T1). However, the following polymorphs
Pmmn (18, 990083), F�43m (4, 11780) and I�42d (2, 1042086) are
omitted from the rest of the analysis. This is because their
energy-volume data are far away from the others as presented in
Fig. 1, they are also unstable compared to the other polymorphs.

The structural stability of the several different phases of
MoS2 has been studied to nd the most stable phase and
polymorph for further investigation and research. Our rst step
was to perform a total energy calculation as a function of
volume for all the phases. Based on this calculation we divided
the phases into two different groups (according to the ener-
getics), group A and group B. The polymorphs in group A,
shown in Fig. 1a, are (space group and space group number are
given in the parenthesis): 2R1-MoS2 (P3m1; 156), 2H-MoS2 (P63/
mmc; 194), 3Hb-MoS2 (P63/mmc; 194), 4T-MoS2 (P�3m1; 164), 3Ha-
MoS2 (P�6m2; 187), 2T-MoS2 (P�3m1; 164), and 1H-MoS2 (P�6m2;
187). In group B, as shown in Fig. 1b, we have placed the
following polymorph models: 1T1-MoS2 (P�3; 164), 1T2-MoS2
(P�3m1; 164), 3T-MoS2 (R�3m; 166) and 2R2-MoS2 (P�3m1; 164). It

should be noted that the 2H and 3R variants the Mo–S coordi-
nation is trigonal prismatic and the layers stacking sequence
are signicantly different (see Fig. 2).37 On the other hand, the
1T variants consist of MoS2 layers with almost perfectly ordered
MoS6 octahedra.37

As shown in Fig. 1, the total energy curves clearly show that
group A is energetically favoured over group B with an energy
difference of 0.8 eV. In general, we see that our rst principle
calculations coincide well with experimental results.38–41 Inter-
estingly, we observe in Fig. 1a that the various polymorphs in
group A seem to have the sameminimum energy, although with
a varying range of volume. Which indicates that MoS2 can easily
be found in any of these variants. The calculated positional and
lattice constants of different polymorphs are presented in Table
1. From the space group numbers and names, we see that all
group B polymorphs and three of the group A polymorphs are
trigonal, while the last four group A polymorphs are hexagonal.
From Fig. 1 it is clear that the hexagonal polymorphs have
a wider spread in volume than the trigonal polymorphs.
However, the involved energy difference in group A is small, and
it is hard to conclude whether trigonal or hexagonal poly-
morphs are more energetically favourable. Regarding the group

Fig. 1 Calculated total energy as a function of the volume of the unit cell for the different phases and polymorphs of MoS2. The total energy vs.
volume curve for the group A (a) and group B (b). All the energy volumes are normalized to one formula unit (f.u.).

Fig. 2 The difference in crystal structure for 2H (a) and 1T (c) MoS2
polymorphs. (b) Shows a top-down look on the hexagonal polymorph
of 2H (top) and 1T (bottom).

Fig. 3 The column on the left shows the various stacking sequences
(A, A0, B, B0, C, C00) for MoS2. On the right side, we see how the group A
polymorphs are stacked.
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B polymorphs, three of them are trigonal crystal systems and of
them 3T-MoS2 has the lowest energy. Another point of interest is
how the volume affects the energy of the unit cell. For group A
there is little difference between the energies and all the poly-
morphs could be synthesised (based on Fig. 1). However, for
group B it appears that the two larger polymorphs (with regards
to volume) are more energy favourable compared to the smaller
ones.

Nonetheless, Fig. 1 only gives an indication of which poly-
morphs MoS2 prefers to be in, which is why we calculated the
elasticity constants and phonon densities.

Band structure

In order to verify which of these polymorphs are viable for e.g.
photocatalytic processes, photovoltaic cells or in transistors we
carry out in depth electronic calculations. Materials with sem-
iconducting properties could be used to absorb visible light,
while metals could be used as conductors. Our HSE06 bandgap
calculations, presented in Fig. 4, clearly states that the group B

polymorphs are metallic, which is in line with previous nd-
ings.42 However, the polymorphs in group A are semiconductors
with indirect bandgaps as the valence band is at the G point,
while the conduction bandminimum is although accurate in its
band polymorph description, underestimates the bandgap
value. GGA calculations are less accurate than HSE06 (ref. 43
and 44) but they are cheaper in computing time, making them
excellent for rst-time investigations and gives an idea about
the bandgap conguration. This is conrmed when the GGA
results are compared to the HSE06 calculations, which are also
presented in Table 2. Our HSE06 results coincide well with the
experimentally found bandgaps for MoS2 which are within the
range of 1.2–1.9 eV.7 The valence bands and conduction bands
for the polymorphs in both groups are derived fromMo-d and S-
p states.21 This shows that the group A MoS2 is well suited for
photovoltaic solar cell and photocatalytic water splitting
applications.

The electron effective mass is an indication of the mass of
the structure/particle when it responds to forces. It can be used

Table 1 Polymorph and lattice parameters for the investigated polymorphs

Polymorph Cell constants (�A) Coordinates

2R1-MoS2 (P3m1; 156) a ¼ 3.1887, b ¼ 3.1887, c ¼ 21.3444 Mo1 (1a): 0, 0, 0
Mo2 (1a): 2/3, 1/3, 1/3
Mo3 (1a): 1/3, 2/3, 2/3
S1 (1a): 0, 0, 0.5928
S2 (1a): 2/3, 1/3, 0.9271
S3 (1a): 1/3, 2/3, 0.2604
S4 (1a): 0, 0, 0.7400
S5 (1a): 2/3, 1/3, 0.0733
S6 (1a): 1/3, 2/3, 0.4067

2T-MoS2 (P�3m1; 164) a ¼ 3.1891, b ¼ 3.1891, c ¼ 24.8987 Mo (2d): 1/3, 2/3, 0.8505
S1 (2d): 1/3, 2/3, 0.2122
S2 (2d): 1/3, 2/3, 0.0868

4T-MoS2 (P�3m1; 164) a ¼ 3.1889, b ¼ 3.1889, c ¼ 39.7944 Mo1 (2d): 1/3, 2/3, 0.0936
Mo2 (2d): 1/3, 2/3, 0.7193
S1 (2d): 1/3, 2/3, 0.3199
S2 (2d): 1/3, 2/3, 0.9457
S3 (2d): 1/3, 2/3, 0.2414
S4 (2d): 1/3, 2/3, 0.8672

1H-MoS2 (P�6m2; 187) a ¼ 3.1881, b ¼ 3.1881, c ¼ 17.4639 Mo (1a): 0, 0, 0
S (2h): 1/3, 2/3, 0.0894

3Ha-MoS2 (P�6m2; 187) a ¼ 3.1890, b ¼ 3.1890, c ¼ 32.3461 Mo1 (2h): 1/3, 2/3, 0.7698
Mo2 (1e): 2/3, 1/3, 0
S1 (2h): 1/3, 2/3, 0.0483
S2 (2i): 2/3, 1/3, 0.2785
S3 (2i): 2/3, 1/3, 0.8181

3Hb-MoS2 (P63/mmc; 194) a ¼ 3.1890, b ¼ 3.1890, c ¼ 14.8916 Mo (2d): 2/3, 1/3, 1/4
S (4f): 2/3, 1/3, 0.8549

2H-MoS2 (P63/mmc; 194) a ¼ 3.1779, b ¼ 3.1779, c ¼ 14.1156 Mo (2b): 0, 0, 1/4
S (4f): 2/3, 1/3, 0.3608

2R2-MoS2 (P�3m1; 164) a ¼ 3.1798, b ¼ 3.1798, c ¼ 6.5738 Mo (1b): 0, 0, 1/2
S (2d): 2/3, 1/3, 0.2575

3T-MoS2 (R�3m; 166) a ¼ 3.2060, b ¼ 3.2060, c ¼ 19.7232 Mo (3a): 1/3, 2/3, 2/3
S (6c): 0, 0, 0.2534

1T1-MoS2 (P�3; 164) a ¼ 3.1900, b ¼ 3.1900, c ¼ 5.9450 Mo (1a): 0, 0, 0
S (2d): 1/3, 2/3, 0.2488

1T2-MoS2 (P�3m1; 164) a ¼ 3.1900, b ¼ 3.1900, c ¼ 5.9450 Mo (1a): 0, 0, 0
S (2d): 1/3, 2/3, 0.2488
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to calculate electron mobility and diffusion constants. We used
Fonari and Sutton's effective mass calculator for our calcula-
tions.45 The higher curvature of the conduction band minimum
compared to the valence bandminimum indicates a higher hole
effective mass than the electron effective mass. This indicates
that MoS2 has higher electron mobility, compared to the hole
mobility, due to the lower electron effective mass.

We calculated the effective masses for the semiconductor
(group A) polymorphs to conrm the ndings in the band struc-
tures. In general, the effective masses of electrons and holes are

relevant for the mobility, electrical resistivity, quantum conne-
ment,46,47 and free-carrier optical response in semiconductor
materials. For the rst time, effective masses are presented for
seven different polymorphs of MoS2 and are shown in Table 2. We
have compared them to a 2H-MoS2 polymorph from Rasmussen
et al. to get an indication of how our polymorphs measure up
against previously studied polymorphs, and we see that our values
are lower for electrons.48 This is due to the different approxima-
tions (G0W0) used in the calculations.

Fig. 4 HSE06 band structure (colour code: green line – S, red line –Mo) for 3Hb in (a), 1H in (b), 2R2 in (c) and 1T1 in (d). We see that the group A
polymorphs are semiconductors with a bandgap between 1.8 and 2.1 eV, while the group B polymorphs are metallic. The other polymorphs are
seen in the ESI.†

Table 2 Calculated GGA and HSE06 total bandgaps (Eg; in eV), type of bandgap, the effective mass of electrons and effective mass of holes. The
effective masses are calculated along the K–G K-path

Name
GGA band
gap (eV)

HSE06 band
gap (eV)

The effective mass of
electrons m*

eðmeÞ in K–G
directions

Effective mass of holes
m*

hðmeÞ in K–G direction
Effective mass of hole m*

hðmeÞ
in G–A and G–M directions

Type of
bandgap

2R1-MoS2 1.41 1.87 0.50 0.57 0.92 (G–A) Indirect
2H-MoS2 1.42 1.94 0.51 0.55 0.86 (G–A) Indirect
3Hb-MoS2 1.45 1.95 0.22 0.03 1.01 (G–A) Indirect
4T-MoS2 1.48 1.96 0.48 0.56 1.82 (G–M) Indirect
3Ha-MoS2 1.50 1.98 0.47 0.56 1.89 (G–M) Indirect
2T-MoS2 1.54 2.04 0.47 0.56 2.32 (G–M) Indirect
1H-MoS2 1.64 2.12 0.47 0.56 2.96 (G–M) Indirect
MoS2 (ref.
48)

1.58 (LDA) 2.48 (G0W0) 0.55 0.53 NA NA
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For photocatalytic processes, the transfer of carriers to the
reactive sites is easier with smaller effectivemasses.49 Compared to
2H-TiO2 (1.4me and 5mh)48 and 1T-TiO2 (8.2me and 1.1mh)48 the
electron mobility in MoS2 is better than that of TiO2. This
combined with a much lower bandgap (3.2 eV for TiO2 (ref. 50))
clearly show that MoS2 is a better photocatalyst than TiO2.

Further research on carrier transport characteristics is
needed as the presence of valleys and defects in the polymorph,
charge carrier scattering, reduced mean free path and elastic
scattering time all inuence the carrier mobility in the crystal.

Phonon calculations

In order to understand the dynamical stability of the studied
polymorphs we carried out phonon calculations. In addition to
the total phonon density of states (PDOS), we calculated the
phonon dispersion curves, at the equilibrium volume, along the
high symmetry direction of the Brillouin zone for all the poly-
morphs and these variations are presented in Fig. 5 with their
corresponding PDOS. None of the group A polymorphs displays
any so/negative modes, which means that they should be
dynamically stable. Whereas the group B polymorphs show the
presence of negative modes, making them dynamically

unstable. This shows that going from 2H polymorphs to 1T
polymorphs creates a less stable polymorph, which is supported
by experimental ndings.51

The total phonon density of states is calculated at the
equilibrium volumes for the different polymorphs of MoS2.
From Fig. 5 we observe that the two group B polymorphs (all
four can be found in SI 4a–d†) contains unstable (imaginary)
phonon modes while for the two group A (SI 3a–g† for the
remaining polymorphs) polymorphs we only have stable
(real) modes. These ndings indicate that the group A poly-
morphs are dynamically stable, while the group B poly-
morphs are dynamically unstable. All group A polymorphs
have a similar PDOS, this combined with the low energy
difference between phases indicates that one can easily
modify one polymorph into another using temperature or
pressure. This explains why depending on different synthesis
routes it is possible to stabilise different MoS2 polymorphs.7

Not surprisingly we nd that 1T2-MoS2 and 1T1-MoS2 have
very similar wave vectors, PDOS and partial PDOS, as they are
both trigonal and share the same lattice parameters (see
Table 1) although they are in different space groups.
Comparing 3T-MoS2 to 2R2-MoS2 there is a slight difference

Fig. 5 Phonon density of states for 3Hb (a), 1H (b), 2R2 (c) and 1T1 (d). Both group B polymorphs (2R2 and 1T1) contains negative frequencies,
which means that they are dynamically unstable.
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in where the maximum peaks are, this could be explained by
the difference in the volume of the unit cell. For group A, they
all seem quite similar, except for 2H-MoS2 which have
a slightly different distribution in the higher frequency area
compared to the others. Indicating that it has fewer occupied
states in the 11 THz regions compared to the others.

The partial PDOS are included in Fig. 5 as well and it is clear
that the smaller atom S dominates the higher frequencies (above 8
THz), while the heavier Mo atom dominates the lower frequencies.
However, some S modes appear in the low-frequency region and
for the 2H polymorphs, a few Mo modes appear above 10 THz.

Mechanical stability

We have computed the single-crystal elastic constants to help us
understand the mechanical stability of the investigated MoS2
phases. The elastic constants of a material describe how the
material responds to an applied force, as either applied strain or
the required stress to maintain a certain deformation. Both
stress and strain have three tensile and three shear compo-
nents. Due to this, the elastic constants of a crystal can be
described using a 6 � 6 symmetric matrix, having 27 compo-
nents where 21 of those are independent. Naturally, we can
reduce the number of components by utilising any existing
symmetry in the polymorph. The 6 � 6 matrix is known as Cij,
the stiffness matrix, and it can be used to calculate properties as
the bulk modulus, Poisson coefficient and Lame constants.
Previous studies show that the accuracy of the DFT elastic
constant is within 10% of the experimental values.63 Hence, we
can safely use our results to predict the elastic constant for our
MoS2 polymorphs.

For trigonal polymorphs the mechanical stability criteria of
the elastic constants are:64

BT1 ¼ C11 � C12 > 0

BT2 ¼ (C11 + C12)C33 > 2C13
2

BT3 ¼ (C11 � C12)C44 > 2C14
2

BT4 ¼ C44 > 0

For the hexagonal polymorphs the stability criteria are:64

BH1 ¼ C11 >|C12|

BH2 ¼ (C11 + C12)C33 > 2C13
2

BH3 ¼ C44 > 0

BH4 ¼ C66 > 0

As seen in Table 3, only 1T2-MoS2 is found to be mechan-
ically unstable since it does not full the Born criteria. Even
though group B polymorphs full the Born criteria this does not
imply that these could be synthesised as they were found to be
dynamically unstable based on the phonon analysis. In general,
if a compound is found to be dynamically stable, it indicates
that it has either a stable phase or a possible metastable phase.
All A group materials are both dynamically and mechanically
stable, so these polymorphs can be synthesised experimentally.
Since the B group materials are dynamically unstable, but
mechanically stable (except 1T2-MoS2) we could conclude that
these polymorphs have metastable phases. This explains why
monovalent elements/nanoparticles/nanoobjects have been
added to stabilise group B polymorphs.29,65–67

Table 3 The calculated single-crystal elastic constants Cij (in GPa), bulk modulus B (in GPa), shear modulus G (in GPa), Poisson's ratio n, Young's
modulus E (in GPa). Subscript V indicates the Voigt bound, R indicates the Reuss bound and H indicates the Hill bound

Polymorph 2R1-MoS2 2T-MoS2 4T-MoS2 1H-MoS2 3Ha-MoS2 3Hb-MoS2 2H-MoS2 2R2-MoS2 3T-MoS2 1T1-MoS2 1T2-MoS2

Crystal system Trigonal Trigonal Trigonal Hexagonal Hexagonal Hexagonal Hexagonal Trigonal Trigonal Trigonal Trigonal
C11 105 132 75 123 176 190 140 177 187 195
C12 27 34 19 31 45 48 8 �4 37 44
C13 0.1 0.40 0.1 0.5 0.6 2 10 14 30 58
C14 0 0 0 0 0 0 0 0 0 0
C33 0.3 1 0.3 1 2 7 14 29 10 12
C44 39 49 28 0.4 66 71 66 90 75 75
C66 0.2 0.42 0.1 46 0.3 0.21 4 6 31 �82
Born Yes Yes Yes Yes Yes Yes Yes Yes Yes No
BV 29 37 21 35 50 55 39 48 64 80
BR 0.3 1 0.3 1 2 7 14 26 4 �125
BH 15 19 11 18 26 31 26 37 34 �23
GV 20 72 14 24 34 37 32 44 104 �2
GR 0.4 1 0.2 1 0.8 1 4 12 5 �41
GH 10 36 7 12 17 19 18 28 55 �21
nV 0.22 �0.09 0.22 0.22 0.22 0.23 0.18 0.15 �0.03 0.51
nR 0.08 0.19 0.25 0.23 0.35 0.46 0.36 0.30 0.01 0.35
nH 0.22 �0.08 0.22 0.22 0.23 0.25 0.22 0.20 �0.02 0.14
EV 49 131 35 58 83 90 76 102 203 �5
ER 0.9 2 0.5 2 2 2 11 31 10 �110
EH 25 66 18 30 43 47 45 68 106 �48
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To investigate how the polymorphs would react to applied
mechanical forces, we calculated the Voigt (V), Reuss (R) and Hill (H)
modulus through the elastic stiffness moduli, Cij. These were then
used to calculate the bulk modulus B, shear modulus G, Young's
modulus E and Poisson's ratio n. The calculated values are found in
Table 3.

The Hill average young modulus for 1T2-MoS2 (�48 GPa) is
negative, which indicates that the atoms are stretched instead
of being compressed. For 2T-MoS2 (25 GPa), 4T-MoS2 (66 GPa),
1H-MoS2 (18 GPa), 3Ha-MoS2 (30 GPa), 3Hb-MoS2 (43 GPa), 2H-
MoS2 (47 GPa), 2R2-MoS2 (45 GPa), 3T-MoS2 (68 GPa) and 1T1-
MoS2 (106 GPa) the atoms are compressed due to the positive
value. We see that there is spread in the stiffness of the poly-
morphs varying from 1H-MoS2 with 18 GPa (like peptide
nanotubes68,69) up to 1T1-MoS2 at 106 GPa (like bronze, brass
and some titanium alloys70).

Looking at the Poisson's ratio, we see that 4T-MoS 2 and 1T1-
MoS2 have negative values, �0.08 and �0.02, which makes them
auxetic materials. This means that when thematerials are subjected
to a positive strain along a longitudinal axis, the transverse strain
would increase the cross-sectional area. MoS2 is known for being
among crystalline materials that have polymorphs with negative
Poisson's ratio,71 and 1T polymorphs are the more common auxetic
polymorphs.72 Auxetic materials are expected to have mechanical
properties such as high energy absorption and fracture resistance.

The other materials vary from a Poisson's ratio of 0.14 (1T2-
MoS2) up to 0.25 (2H-MoS2), which is a range from foam-like
compressibility to cast iron. The average of our polymorphs
seems to be 0.2, which is around cast iron. In addition to Youngs'
modulus and Poisson's ratio, we can also calculate shear modulus
over bulkmodulus (G/B), a value that will determine if thematerial
is ductile or brittle. The critical value for high (low) G/B that
separates ductile and brittle materials is 0.5.73 Our calculated G/B
values are below 0.5, implying that all the polymorphs have brittle
characteristics except 3Ha-MoS2 which has aG/B value of 0.97. 3Ha-
MoS2 is thus expected to be a ductile material.

Raman and IR spectra

IR spectrum. The IR spectra of all the studied MoS2 poly-
morphs are presented in Fig. 6, and the corresponding modes
are presented in Table 4. From the calculated values, we clearly
observe that the high frequency modes are caused by S–Mo–S
rotation, whereas low frequency modes are caused by Mo–S
vibrations. According to crystal symmetry, A2u and E1u IR modes
refer to a bulk material, while A00

2 plus E0 correspond to single
layer, and A2u and Eu are active IR modes for double layer
MoS2.52 Based on the calculated IR spectra for the group B
polymorphs shown in Fig. 6b, we see that 3T-MoS2 is a double-
layer polymorph (due to comparatively larger intermediate
distance between the layers), while 1T1-MoS2 and 1T2-MoS2
contain the 2Eu from double-layer polymorphs in addition to
much soer 2Au mode. Our results clearly show that the group B
polymorphs are only metastable, and this may the reason for
lack of other theoretical IR studies in the literature on these
polymorphs. This makes it difficult to verify this result due to
lack of literature data. Further theoretical and experimental
studies are needed on this aspect.

Regarding the group A polymorphs, we clearly notice the
presence of 2E1u and 2A2u active modes for 3Hb-MoS2 and 2H-
MoS2 indicating that they are MoS2 bulk polymorphs. 4T-MoS2
has Eu and A2u as active modes, which is also an indication of
a bulk polymorph. Due to the presences of the E0 and 5A00

2 modes
(due to comparatively larger intermediate distance between the
layers) we nd 3Ha-MoS2 to be a single layer. The Eu modes seen
for 2T-MoS2 conrms that this a double layer polymorph, while the
E0 mode for 1H-MoS2 makes it a single layer polymorph. 2R1-MoS2
on the other hand shows E modes and A1, neither of these modes
have previously been reported as active IR modes for MoS2. This
could be an artefact from the calculation method, although the
historical known accuracy speaks against this. However, it could
also be a result of the interlayer distance and van der Waals forces
making it harder to differentiate between the MoS2 layers of the
polymorph. Another possible explanation is that the polymorphs

Fig. 6 IR spectra for the group A polymorphs (a) and the group B polymorphs (b).
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are tilted slightly, and therefore exist in a state between 2H and 1T.
This would change the crystal symmetry enough to introduce
previously unseen modes.

Raman spectra. All of our polymorphs exhibit the signature
Raman active modes E1

g and A1g,53 as shown in Fig. 7 and Table
4. In group B polymorphs, out-of-plane 1A1g mode is dominant,
which indicates single degenerate wave functions, except for 3T-
MoS2 which is dominated by the in-plane 1Eg mode. Compared
to the modes of 3T-MoS2 we see that the modes of the other
polymorphs are redshied. The observed redshi could be
attributed to the larger interlayer distances (a factor of almost 4,
see Table 1). This could lead to an increase in the dielectric
screening of the long-range Coulomb forces and thus reduce the
overall restoring force on the atoms. From Fig. 7, we observe
that the group A polymorphs have a widespread in dominating
modes compared to group B. The E1

g, E
2
2g and A1g modes around

280 cm�1, 380 cm�1 and 410 cm�1 are in agreement with
experimental studies.54,55 The modes seen at the lower end of
Fig. 7 (<100 cm�1) arise from the vibration of an S–Mo–S layer
against adjacent layers, while E12g stems from opposite vibration
of two S atoms with respect to the Mo atom. In general, the A1g

mode is associated with the out-of-plane vibrations of only S
atoms in opposite directions. The additional 4A0

1 mode
(�460 cm�1) for 3Ha-MoS2 are due to strong electron–phonon
couplings and could come from a second-order process
involving the longitudinal acoustic phonons at M point
(LA(M)).56 We also note that the E1

g and A1g are redshied
compared to the Raman modes of group B polymorphs. Raman
spectra can be used to verify the crystallinity of a material. The
Raman spectra for crystalline materials contain sharper peaks
or long-range correlations, while amorphous materials only
have short-range ordering.57 Raman spectra indicates clearly

Table 4 The calculated Raman and IR frequency (in cm�1) for the modes at the G point of the Brillouin zone for MoS2 polymorphs

Polymorph Raman active modes IR active modes

2R1-MoS2
3E: 286, 381. 3A1: 405

3E: 380. 3A1: 457
2H-MoS2

2E2g: 30, 382.
1E1g: 283.

1A1g: 404
2E1u: 380.

2A2u: 460
3Hb-MoS2

2E2g: 36, 380.
1E1g: 284.

1A1g: 403
2E1u: 380.

2A2u: 458
4T-MoS2 Eg: 14, 33, 282, 283, 380. A1g: 22, 53, 401, 403, 461, 463 Eu: 26, 281, 283, 380. A2u: 43, 399, 402, 463
3Ha-MoS2 4E00: 19. 5E0: 283, 381. 4A0

1: 398, 461
5E0: 381. 5A00

2: 461
2T-MoS2

3A1g: 40, 400.
3Eg: 284, 382

3Eu: 382
1H-MoS2

1E00: 284. 2E0: 383 3E0: 384
1T1-MoS2

1Eg: 274.
1A1g: 386

2Eu: 186.
2Au: 377

1T2-MoS2
1Eg: 275.

1A1g: 386
2Eu: 186.

2Au: 377
3T-MoS2

1Eg: 258.
1A1g: 398

2Eu: 213.
2A2u: 350

2R2-MoS2
1Eg: 274.

1A1g: 386
2Eu: 185.

2Au: 376
Bulk 2H-MoS2 E1

2g: 384
a, 382b, 384c. A1g: 408

a, 408b, 408c E1u: 382
e, 384f, 384g. A2u: 468

f, 470g

Mono 2H-MoS2 E0: 384d, 385c. A0
1: 403

d, 404c

a From ref. 58. b From ref. 59. c From ref. 60. d From ref. 49. e From ref. 61. f From ref. 62. g From ref. 54.

Fig. 7 Raman spectra for the group A polymorphs (a) and the group B polymorphs (b).
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that the MoS2 polymorphs considered in this study are shown to
have crystalline characteristics.

For the sake of checking the validity of our approach, we
have tabulated experimental as well as other theoretical nd-
ings on 2H-MoS2 polymorph. Based on our knowledge, there are
still no studies reported on 1T polymorphs due to the synthesis
and stability challenges of these polymorphs. We see that in
general, we have the same major peaks around 380 cm�1 and
405 cm�1 for group A polymorphs as reported in the literature.
The same is observed with the IR modes, which are in good
agreement with reported literature data.

Conclusion

For the very rst time 14 different MoS2 polymorphs are
proposed and studied using DFT total-energy calculations, band
structure analysis, phonon density of states and elastic
constants calculations. The in-depth study shows.

� Three of the polymorphs were omitted from the study
because their energy-volume data were far away from the data
for other polymorphs, which indicates that these polymorphs
are unstable.

� Polymorphs in group B (1T1-MoS2, 1T2-MoS2, 3T-MoS2 and
2R2-MoS2) are all metallic and lacked dynamical stability. 1T2-
MoS2 is neither dynamical stable nor mechanical stable.

� Group A (2R1-MoS2, 3Hb-MoS2, 2H-MoS2, 1H-MoS2, 2T-MoS2,
3Ha-MoS2 and 4T-MoS2) polymorphs are semiconductors with an
indirect bandgap, the range for the seven polymorphs is 1.87 eV to
2.12 eV. They are all dynamically and mechanically stable.

� 2R1-MoS2 has the lowest bandgap of 1.87 eV.
� 4T-MoS2 stands out due to being auxetic, which means it

has a high level of fracture resistance.
� 3Hb-MoS2 has the lowest effective electron mass (0.22me vs.

for example 1.4me for 2H-TiO2, which is widely used in PV and
photocatalytic applications).

Our theoretical analysis show that the candidates in group A
can be readily synthesised. Here further experimental verica-
tion is needed. The bandgap range of 1.87 eV to 2.12 eV makes
the group A polymorphs viable for photovoltaic and photo-
catalytic applications. Out of the seven polymorphs in group A,
3Hb-MoS2, with its high electron mobility and with the bandgap
of 1.95 eV, is the most promising candidate for photovoltaic and
photocatalytic applications. MoS2 has recently shown promise
as electron and/or hole-transport layer in perovskite solar cells,
and the high carrier mobility of 3Hb-MoS2 makes it a promising
candidate for this use.

The group B polymorphs were only found to be metastable
phases (except 1T2-MoS2) and cannot be synthesised. Due to the
transitions of metastable phases in 1T polymorphs, more
research on these polymorphs is needed such that the synthesis
of a pure 1T-MoS2 single-layer polymorph is viable.
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28 P. E. Blöchl, Phys. Rev. B: Condens. Matter Mater. Phys., 1994,
50, 17953–17979.

29 L. Andrinopoulos, N. D. M. Hine and A. A. Mosto, J. Chem.
Phys., 2011, 135, 154105.

30 P. L. Silvestrelli, Phys. Rev. Lett., 2008, 100, 053002.
31 P. L. Silvestrelli, J. Phys. Chem. A, 2009, 113, 5224–5234.
32 P. Ravindran, R. Vidya, A. Kjekshus, H. Fjellvåg and
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Abstract 

Green hydrogen produced from solar energy could be one of the solutions to the growing energy 

shortage as non-renewable energy sources are phased out. However, the current catalyst materials 

used for photocatalytic water splitting (PWS) cannot compete with other renewable technologies 

when it comes to efficiency and production cost. Transition-metal dichalcogenides, such as 

molybdenum disulphides (MoS2) have previously proven to have electronic and optical properties 

that could tackle these challenges. In this work optical properties, D-band centre and Gibbs free 

energy are calculated for seven MoS2 polymorphs using first principal calculations and density 

functional theory (DFT) to show that they could be suitable as a photocatalysts for PWS. Out of the 

seven, the two polymorphs 3Ha and 2R1 were shown to have D-band centre values closest to the 

optimal value, while the Gibbs free energy for all seven polymorphs was within 5 % of each other. In 

a previous study, we found that 3Hb had the highest electron mobility among all seven polymorphs 

and an optimal bandgap for photocatalytic reactions. The 3Hb polymorphs was therefore selected for 

further study. In-depth analysis on enhancement of the electronic properties and the Gibbs free 

energy through substitutional doping with Al, Co, N, and Ni were carried out. For the very first time 

ever, substitutional doping of MoS2 was attempted. We found that replacing one Mo atom with Al, 

Co, I, N and Ni lowered the Gibbs free energy with a factor of ten, which would increase the 

hydrogen evolution reaction of the catalyst. Our study further shows that 3Hb with one S atom 

replaced with Al, Co, I, Ni or Ni is dynamically and mechanically stable, while for 3Hb with one Mo 

atom replaced with Al and Ni makes the structure stable. Based on the low Gibbs free energy, 

stability, and electronic bandgap 3Hb MoS2 doped with Al or Ni for one Mo atom emerges as a 

promising candidate for photocatalytic water splitting.  

Keyword 

MoS2; hydrogen; Gibbs Free energy; absorption, doping 

1. Introduction 

Hydrogen produced from water and powered by solar energy is considered one of the most 

profitable and sustainable alternatives to fossil fuels due to the abundance of water and sun light. 

There are several technologies being developed to obtain hydrogen from water, such as electrolysis, 

photolysis, biological treatment techniques and thermolysis 1. Of these, photocatalytic water splitting 

is seen as one of the most promising technologies due to its low production cost, good solar-to-

hydrogen (STH) efficiency, ease of hydrogen and oxygen separation and the possibility of both large 

and small scale facilities 2–4. However, the current achieved STH, lifetime and production costs are 

not good enough to warrant large scale production facilities 5,6. 

Transition-metal dichalcogenides have been seen as a possible solution to tackle these challenges 

due to their intriguing electronic and optical properties 7. Especially MoS2, with its catalytic 

properties 8,9, could be a promising photocatalytic candidate. Atomically MoS2 is a thin material, 

which means that the catalytic active sites are exposed to the reactants. This feature increases the 
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efficiency of the chemical process. MoS2 is also already used in industry as a catalyst, with 

established and optimised production methods making it a low cost material 10. Recent work has 

looked into how MoS2 can be used for photocatalytic degradation of dyes and found that it is very 

effective towards organic dyes and toxic pollutants 11,12. This is due to the fact that MoS2 

photocatalyzes in the visible region, it has a high specific surface area, efficient charge separation and 

it exists in several different polymorphs 13. Through small modifications of the compound 

composition, crystal structure or production method the performance of MoS2 can be significantly 

altered 14–18. The inclusion of dopants or change in crystal structure have a large impact on the 

catalytic activity by changing the electronic and optical structure of MoS2. This makes it possible to 

alter the MoS2 structure in such a way that the STH efficiency is increased. Over the past years 

research into MoS2 as catalyst and cocatalyst for photocatalytic water splitting has increased 17,19,20. 

In a previous article we investigated 14 different MoS2 polymorphs using density functional theory 

calculations. Here we found that seven of these polymorphs were both dynamically and mechanically 

stable, and that they have bandgaps in the range of 1.87 eV to 2.12 eV 21. This makes them 

interesting and viable candidates for photocatalytic water splitting.  

In this article, we will therefore investigate these seven MoS2 polymorphs further and look into 

properties influencing their photocatalytic water splitting potential. The D-band centre and Gibbs 

free energy are used as descriptors for the potential hydrogen production, and the obtained values 

are compared to existing literature. In addition, we explore if there are any temperature dependent 

phase transitions in the structures and we obtain their absorption spectra. This provides us with a 

clear overview of the different polymorph’s potential as a catalyst for photocatalytic water splitting.  

Based on these results and the results from our previous paper 21, one of the polymorphs (3Hb-MoS2) 

was selected for further experimentation as it was deemed to have the highest potential for PWS 

based on its absorption spectra, bandgap, and high electron mobility. It was decided to dope 3Hb-

MoS2 with Al, Co, I, N and Ni to see how that would affect the Gibbs free energy and the 

bandstructure. We chose these elements based on existing work and as they represent at vide array 

of metals and non-metals. Al-doped MoS2 has been proven to be a stable configuration with 

tuneable carrier density 22 and it has shown promise as a catalyst for CO oxidation 23. In combination 

with g-C3N4 Co-doped MoS2 shows promise as an effective photocatalyst due to the distortions in the 

MoS2 the induced by Co atoms 24. Co-doped MoS2 has also shown to give good results as a HER 

catalyst for electrochemical water splitting 25. N and Ni as dopants have improved the catalytic 

performance of MoS2 for electrochemical water splitting 26. It is reported that the catalytic current 

density of N-doped MoS2 can reach 15 times that of pristine MoS2 27. Ni on the other hand was found 

to add more electrochemical sites, improve the conductivity of the catalyst and increase the turnover 

frequency 28. Although other halogens such as Cl and F have been used with success to activate both 

the basal plane sites 26  and the edge sites 29, no work has been done with I. Based on this did we 

decide to use I as a dopant here to investigate how it would affect MoS2 and its photocatalytic 

properties. Through DFT calculations the effects of substitutional doping (both Mo and S were 

replaced with the dopants) on Gibbs free energy, bandgap, optical spectra, stability, and charge 

density were investigated. Showcasing that through doping it is possible to create MoS2 catalysts that 

has the potential of a high STH efficiency. 

2. Computational method  

Every calculation was performed using the periodic density functional theory framework through the 

VASP code 30–34. We used the projector-augmented wave (PAW) method to describe the interaction 

between the core (Mo:[Kr], and S:[Ne]) and the valence electrons 33,35. The structures were optimised 

using the Perdew-Burke-Eruzerhof (PBE) exchange-correlation functional and further optimised with 
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the DFT/vdW-DF2 method 36–38.  For the phonon calculations the supercell method was used. The 

real space force constants of the super cell were calculated with the VASP code, then the PHONOPY 

code was used to calculate the phonon frequencies from the force constants in the supercell 

consisting of at least 32 atoms in all systems. Every atom was displaced by a finite displacement of 

0.01 Å in x-, y- and z-direction to get the force-constant matrices for each binary system. 4x4x4 k-

points and strict energy convergence criteria (10-8 eV) were used for the force constant calculations. 

We then built a dynamical matrix for the different q vector in the Brillouin zone. By solving this 

matrix, the phonon frequency eigenvalues and phonon mode eigenvector were found. The PHONOPY 
39  code was then used to calculate the thermodynamic properties through a summation over the 

phonon eigenvectors. Based on this the energy versus temperature curves were generated. Our 

previous calculations suggested 40 that structural parameters in oxides could be reliably 

predicted only by using large energy-cut off to guarantee basis-set completeness. Hence, we have 

used a cut-off of 500 eV. The electronic properties were computed by using the screened hybrid 

functional as proposed by Heyd, Scuseria and Ernzerhof (HSE06) and generalised gradient 

approximation (GGA+U) for the polymorphs optimized at the PBE level 41. If not specified differently, 

we used a Monkhorst–Pack 9 X 9 X 9 k-mesh for the structural optimization and the electronic 

polymorph studies. Band polymorphs were computed by solving the periodic Kohn–Sham equation 

on ten k-points along each direction of high symmetry of the irreducible part of the first Brillouin 

zone. Gibbs free energy and optical properties were calculated using a Gamma 8 x 8 x 1 k-mesh. 

VASPKIT 42 and SUMO43 have been used for postprocessing and plot production.  For the doped 

structures GGA+U was used for the bandgap calculations, see table 1 for the chosen U values.  

Table 1: U values chosen for the GGA+U calculations.  

Atom U 

Mo 3.28 44 

S 4.0 44 

Al 4.0 45 

Co 3.0 46 

I 8.0 47 

N 7.0 48 

Ni 6.0 49 

 

 

3. Catalytic properties of MoS2 polymorphs 

3.1. Energy vs volume and temperature dependency 

MoS2 can exist in several different crystal polymorphs or polytypes in three dimensions due to the 

large variation in stacking sequences and number of successive S-Mo-S sandwiches along the 

hexagonal c axis. The different variants are called 1T, 2H, 3R, 4Ha and 6R. Here the integer stands for 

the number of S-Mo-S sandwiches per unit cell along the hexagonal c axis, while the T, H and R 

indicate the type of symmetry. Tetragonal, hexagonal, and rhombohedral respectively. In our 

previous work, we studied 14 novel polymorphs to understand how the stacking sequence and layer-

layer distance influences the properties of the compound 21. Seven of these were found to be both 

mechanically and dynamically stable, making them interesting for further research 21. To increase our 

understanding of the polymorphs properties we have now investigated how temperature would 

influence the relative stability of the polymorphs and if it would induce any phase transitions. Figure 

1 shows energy versus temperature curves for the seven stable polymorphs. The starting point for 

these calculations was the preferred volume found in our previous work. As seen below increasing 
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the temperature doesn’t change the relative stability between the polymorphs. In fact, only between 

400 K and 600 K we can see a small deviation and 3Ha transitions to be the most stable polymorph at 

500 K. However, the change is only 0.9 eV as seen in Figure 1 and we believe that this phase 

transition is a numerical artefact caused by the calculation. This means that temperature is not a 

large factor for these polymorphs and one can choose the most appropriate one for a specific 

application without having to consider phase transitions.  

 

 

 

 

 

 

 

 

 

Figure 1: Energy vs temperature curve for the seven studied polymorphs. Zoomed in insert between 0 to 200 K is added to 
show the small difference between the structures.  
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3.2. Optical properties  

In 1996 Norskov and co-workers proposed the d-band centre theory, which correlates the energy of 

the d-band centre of gravity of a metal catalyst with the adsorption energy, activation energy, and 

dissociation energy of small molecules 50,51 . They state that the electron density of states (DOS) close 

to the Fermi level is correlated to the adsorbate substrate adsorption energy due to interactions 

between electrons occupying d-type orbitals of the metal (d-band) and those of the adsorbate 50,51.  

In general, if the d-band centre is downshifted compared to the Fermi level it is an indication of good 

catalytic activity.  

Although there have been significant efforts to verify the d-band theory, it has not been proven to be 

valid for all systems. In general, more complex systems have other factors, not included in the d-band 

centre theory, influencing the catalytic activity. However, our systems are deemed to be of a simple 

enough character that the d-band centre will provide an indication on the catalytic activity. Pt is 

considered to have an optimal position for the d-band centre for most favourable hydrogen binding 

energy, -1.929 eV with respect to the Fermi level 52. Our results are presented in Table 1 below. 1H 

and 2T have positive shifted d-band centres compared to the Fermi-level, in addition they are far 

away from the optimal value of -1.929 eV. This means that they have higher energy in the 

antibonding states and the bond between the structure surface and adsorbed material will be higher 
53,54. Leading to a decrease in the chance for photocatalytic reactions. However, the closer the d-band 

centre is to the Fermi-level the better charge carrier transfer 55 . 2H, 2R1, 3Ha, 3Hb and 4T have 

downshifted d-band centre indicating that they could be effective photocatalysts. Especially 2R1 and 

3Ha, -1.520 eV and – 1.541 eV respectively, which have d-band centre values not far from the optimal 

value of -1.929 eV. The binding strength of H will be less compared to that of the other structures, 

thus demanding less energy to be remove it from the surface and create H2 atoms. 

Table 2: D-band centre for the stable polymorphs. 

Polymorph D-band centre [eV]  Fermi level [eV]  

1H 0.334 -2.552 

2H 0.276 3.511 

2R1 -1.520 3.285 

2T 0.328 -0.882 

3Ha -1.541 0.003 

3Hb 0.369 2.865 

4T -0.544 0.555 

 

An important parameter for a catalyst used for photocatalytic water splitting is the absorption 

coefficient as it determines how far into the material the light will travel before it is absorbed. For 

water splitting applications, the catalytic materials must have a high absorption coefficient in the 

visible region, to ensure that photons are absorbed. In addition to the absorption coefficient, we 
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have also calculated the refractive index of the material to better understand the polymorphs optical 

properties.  

All off the polymorphs showcase the same rise in absorption coefficient, see Figure 2a, at 2 eV (620 

nm) that corresponds to orange light. Followed by a larger and wider upswing at 2.7 eV to 3.5 eV 

(460 nm to 355 nm), which is in the blue and violet range of visible light. This indicates that 

polymorphs can absorb photons at both ends of the visible light spectra, but there is still 

considerable number of photons not absorbed. This could be remedied by introducing dopants that 

would influence the optical properties of the polymorphs. Making the polymorphs tuned for the 

specific needs of photocatalytic water splitting.  

Our calculations shows that 2R1 (2.67x105 cm-1) has the highest absorption coefficient within the 

visible spectra. It is closely followed by 2H and 3Hb at 2.33 x105 cm-1 and 2.28 x105 cm-1, while 1H 

clearly has the lowest absorption coefficient (1.62x105 cm-1) in the visible region. 2R1, 2H and 3Hb are, 

based on the absorption coefficient, the best candidates for photocatalytic water splitting. 

 

  
Figure 2: Calculated absorption coefficient (a) and refractive index (b) 

The refractive index (Figure 2b), of the material determines how light propagates inside a material 

and the higher refractive index the slower light will travel through the material. This results in higher 

irradiance in the material, which enhances the photocatalytic activity of the material. We see that 

2R1, 2H and 3Hb have the largest peaks around 5 in the visible region. This means that they are 

classified as high refractive index materials (n>3.9) 56 making them ideal candidates for photonic 

devices such as solar cells, photonic crystals and PWS. This is because they have a larger scattering 

cross section 57 and smaller mode volumes 58 than normal refractive index materials. Our results 

agree with those found by Islam et. al. 59  and we see that MoS2 has a larger refractive index than 

TiO2 (2.48 – 2.62) 60.  

3.3. Gibbs free energy 

Photocatalytic water splitting can be split into two half-reactions: hydrogen evolution reaction (HER) 

and oxygen evolution reaction (OER), with the overall HER being able to follow two different reaction 

mechanisms: Volmer-Tafel and Volmer-Heyrovsky. In the Volmer step protons are reduced to 

produce adsorbed hydrogen on the electrode surface (equation 1). After this step the reaction can 

either follow the Tafel route or the Heyrovsky route. The Volmer-Tafel reaction involves two 

adsorbed hydrogen atoms on the electrode surface adjacent to each other combining to a hydrogen 

molecule (equation 2). The Volmer-Heyrovsky reaction on the other hand utilises a proton from the 
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surrounding water to react with an adsorbed hydrogen atom to produce a hydrogen molecule 

(equation 3) 61. 

2𝐻+ + 2𝑒−  → 2𝐻𝑎𝑑𝑠 (𝑉𝑜𝑙𝑚𝑒𝑟) (1) 

𝐻𝑎𝑑𝑠 + 𝐻𝑎𝑑𝑠  → 𝐻2(𝑔) (𝑇𝑎𝑓𝑒𝑙) (2) 

𝐻+ + 𝐻𝑎𝑑𝑠 + 𝑒−  → 𝐻2(𝑔) (𝐻𝑒𝑦𝑟𝑜𝑣𝑠𝑘𝑦) (3) 

where H+ is a proton and Hads is adsorbed hydrogen atoms.  

What is clear from this is that regardless of the path taken by the HER, the adsorption energy of the 

hydrogen atom is crucial when looking at the catalytic activity of a material. The adsorption energy 

hydrogen is linked to the Gibbs free energy (∆GH) of hydrogen on the compound surface and is widely 

accepted as an indicator of catalytic activity 62,63.  

The Gibbs free energy can be calculated by the following equation: 

∆𝐺𝐻 = 𝐸𝑎𝑑𝑠 + ∆𝐸𝑍𝑃𝐸 − 𝑇∆𝑆𝐻 (4). 

Here Eads is the adsorption energy, ∆EZPE is the zero-point energy differences of H2 in the adsorbed 

and gas phase state with its values ranging from 0.01 to 0.04 eV and T∆SH is entropy changes for 

finite variations at constant temperature T. For the materials we study here ∆EZPE is set to 0.04 eV 

based on calculations done by Nørskov et. al. 64. The value for the term (T∆SH) can be approximated 

to -0.2 eV at 298 K 65, which lets us rewrite the equation to ∆𝐺𝐻 = 𝐸𝑎𝑑𝑠 + 0.24 𝑒𝑉 64,66,67. 

In general, there are three possibilities for the hydrogen adsorption: 

1) Exothermic hydrogen adsorption, when this happens the coverage of hydrogen atoms will be 

too high and the reaction will slow down 65. This occurs for ∆GH < 0. However, the 

transformation can occur naturally 68. A large and negative ∆GH also means that Hads has a 

weak interaction with the electrode surface and this will slow down the Volmer step, which 

consequently slows down the overall reaction 63. 

2) Endothermic hydrogen adsorption, here the energy barrier for proton (H+) formation is too 

high 65. ∆GH > 0. In addition, the natural direction of the reaction is opposite to what is 

desired (a nonspontaneous reaction) 68. Here the Hads is bound strongly with electrode 

surface, which makes the initial Volmer step easy. However, the following Tafel or Heyrovsky 

steps difficult 63. 

3) The system is at equilibrium and we have enough of all the reactants 65,68. ∆GH = 0.  

It is well known that an optimal photocatalytic material should have ∆GH = 0 and thus the adsorption 

energy Eads should be of the order of -0.24 eV 63,65. 

We have calculated adsorption energies of H at three different locations as it is position dependent 
69. Our chosen locations are S top (Figure 3a), S interface (Figure 3b) and S bridge (Figure 3c). The 

adsorption energy was calculated as  

𝐸𝐻
𝑎𝑑𝑠 = 𝐸𝑇[𝑠𝑦𝑠𝑡𝑒𝑚 + 𝐻] − 𝐸𝑇[𝑠𝑦𝑠𝑡𝑒𝑚] −

1

2
𝐸𝐻2

 (5). 

Where ET[system + H] represents the total energy of MoS2 with an adsorbed H atom, ET[system] is 

the energy of MoS2 without an adsorbed molecule and 𝐸𝐻2
 is the energy of a hydrogen molecule in 

gas phase. The Gibbs free energies are presented in Table 2. From the calculated values we see that 

there is not so much differences in potential catalytic activity among different polymorphs, with 

Gibbs values ranging from 1.746 eV to 1.852 eV. The positive values of ∆GH indicates that the 
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adsorbed hydrogens are bound strongly to the MoS2 surface. This makes the initial Volmer step easy 

to undergo, while the following Tafel or Heyrovsky steps are more difficult 63 which reduces the 

overall STH efficiency.  

It is generally believed that the basal plane of MoS2 is close to inert and it is the edges that contribute 

to the catalytic activity 70. If we compare our results for the basal plane with that of Seo et. al. 71 who 

got Gibbs energy values ranging from -0.36 eV to 0.66 eV for 1L, 2L and 3L monolayer MoS2 structure 

using the edge as active sites, this assumption appears to be true.  

 

Figure 3: Location of the adsorbed hydrogen atom. a) top, b) interface and c) bridge. 

 

 

Table 3: Calculated Gibbs energy values, using Equation 4, for the seven stable polymorphs calculated at three different 
locations. 

Polymorph Bridge gibbs [eV] Inter gibbs [eV] Top gibbs [eV] 

1H 1.77 1.77 1.77 

2H 1.75 1.75 1.85 

2R1 1.75 1.75 1.75 

2T 1.77 1.77 1.77 

3Ha 1.77 1.77 1.76 

3Hb 1.75 1.75 1.75 

4T 1.76 1.76 1.75 

 

4. Doped 3Hb-MoS2 polymorph 

3Hb-MoS2 was chosen over the other structures for its better electron mobility, suitable bandgap and 

absorption coefficient. We performed substitutional doping of both Mo atoms and S atoms. For S 

substitution a doping percentage of 6.250% was chosen, while for Mo 12.5%. That is, we replaced 

one S atom and one Mo atom respectively.  

4.1. Gibbs free energy for doped polymorph 

 

Gibbs free energy calculated for Al, Co, I, N or Ni doped 3Hb-MoS2 are shown in Table 3 and 4. We 
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found that by replacing one S atom with either Al, Co, I, N or Ni decreased the Gibbs free energy, 

however the values are much further away from the optimal value (zero). In general, negative values 

indicate that the adsorption process is exothermic and that the surface will be flooded with hydrogen 

atoms, hindering the other reactants needed for a complete reaction. The large negative values also 

means that the Hads has a weak interaction with the material surface, which results in a slower 

Volmer step and a reduced overall turnover rate 63. Due to the size of the super cell a smaller doping 

percentage was not possible, and a larger percentage was not attempted. Nonetheless, the addition 

of a dopant clearly influenced the 3Hb-MoS2 structures Gibbs free energy and electronic structure, 

showcasing the influence of dopants as a powerful tool in developing new photocatalysts.  

When the Mo atom is substituted with a dopant atom we see a clear improvement in the Gibbs free 

energy as all dopants brings it closer to zero. There is also a greater disparity between the different 

adsorption sites, where the best results are seen for hydrogen adsorbed at the interface (Figure 3b). 

This is especially significant for Co that sports a rather high Gibbs free energy for the bridge and top 

location (> 1 eV), while for the interface site the Gibbs free energy is -0.02 eV, making it an incredible 

photocatalyst when the hydrogens are adsorbed at this location. Unfortunately, it is not possible to 

force hydrogen to be adsorbed at specific locations. However, the hydrogen production rate must be 

tested experimentally before a final verdict can be cast on this compound. N doped MoS2 has on 

average the lowest values and they are comparable with that of the edge sites 71, which proves that 

through doping the basal layer of MoS2 can be a valid photocatalyst.  

Table 4: Gibbs energy values for substitutional doped 3Hb. One Mo is replaced with either one Al, Co, I, N or one Ni atom. 

 

 

Table 5: Gibbs energy values for substitutional doped 3Hb. One S atom is replaced with either one Al, Co, I, N or one Ni atom. 

 

 

Through doping the electronic structure of the investigated polymorphs are changed, leading to 

changes in the band structures and bandgaps. Thus, GGA bandstructure calculations were performed 

to investigate how the different dopants influence the bandgap. It is also important to investigate the 

structures stability, bandstructure and optical spectra before one can conclude whether a doped 

structure can perform as a photocatalyst.  

 

Mo Replaced on 3Hb Bridge Gibbs [eV] Inter Gibbs [eV] Top Gibbs [eV] 

Al 0.77 -0.17 0.77 

Co 1.17 -0.02 1.18 

I 0.73 0.29 0.73 

N -0.28 0.27 -0.28 

Ni 0.96 -0.20 0.90 

S Replaced on 3Hb Bridge Gibbs [eV] Inter Gibbs [eV] Top Gibbs [eV] 

Al -6.99 -6.45 -5.55 

Co -6.38 -4.83 -5.06 

I -11.18 -11.16 -11.16 

N -12.44 -12.44 -12.44 

Ni -7.46 -6.13 -6.42 
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4.2. GGA bandgaps  

The electronic structure is one of the key properties when determining if a material is suitable for 

photocatalytic processes or photovoltaic cells as it determines the amount absorbed sun light.  

Our GGA bandgap calculations for Mo substituted with Al or I and S substituted with Co or Ni are 

presented in Figure 4, while the rest are seen in the supplementary information (Figure S1 and S2). 

Our calculations show that only four out of the ten doped structures are semiconductors, those are 

Mo substituted with Al or I and S substituted with Co or Ni. Of these four, Mo substituted with Al 

appears to have an intermediate bandgap. 

Mo substituted with Co, N and Ni and S substituted with Al are metals, while S substituted with N is a 

semi/anisotropic metal. This means that the material becomes a metal or semiconductor depending 

on the direction taken through the Brillouin zone, which makes them non-appropriate for 

photocatalytic applications. When S is substituted with I the material becomes an insulator making it 

unsuitable as a catalyst. 

  

  
Figure 4: GGA band structures for doped 3Hb. Here Mo is substituted with Al (a), Mo substituted with I (b), S substituted with 
Co, and S substituted with Ni (d). 

4.3. Formation Energy 

(a) (b) 

(c) (d) 
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We calculated the formation energy to compare the stability of the doped structures with each 

other. This was done with the following expression 72: 

∆𝐻 =  𝐸𝑑𝑜𝑝𝑒𝑑 − [𝐸𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒 + 𝐸𝑑𝑜𝑝𝑎𝑛𝑡 − 𝐸𝑎𝑡𝑜𝑚] 

Where Edoped and Estructure are the total energies of the supercell with and without dopants 

respectively, Edopant is the total energy of the dopant and Eatom is the total energy of the replaced 

atom. The results are shown below in Table 5. From these calculations it is clear that replacing Mo 

with Al, Co, I, N or Ni results in a more thermodynamical stable compared to replacing one S atom in 

3Hb-MoS2. Mo substituted with Al appears to be the most stable of the doped structures, closely 

followed by Mo substituted with Co and then N.  The calculated formation energies for all doped 

materials results are positive, which means that these compounds will not be created spontaneously 

and external factors (e.g., pressure, temperature, or energy) are needed to create them as the 

reactants are more stable than the product.  

Table 5: Calculated formation energy for the doped 3Hb-MoS2 structure. 

Structure Formation Energy (∆H) 

Mo7S16Al 3.19 

Mo7S16Co 3.51 

Mo7S16I 7.68 

Mo7S16N 3.85 

Mo7S16Ni 4.27 

Mo8S15Al 11.13 

Mo8S15Co 11.37 

Mo8S15I 15.62 

Mo8S15N 11.79 

Mo8S15Ni 12.22 

 

 

4.4. Mechanical Stability 

In addition, to influencing the electronic structure the dopants will also affect the mechanical and 

dynamical stability of the polymorph. The elastic constants of a material can be used as a descriptor 

for how the material will react to an applied force, as either applied strain or stress. Thus, it is 

possible to use them to understand the mechanical stability of a material.  

The stress and strain have three shear and three tensile components. Therefore, it is possible to 

describe the elastic constants of a crystal using a 6x6 symmetric matrix with 27 components. 21 of 

those 27 are independent of the others and in addition we can use any existing symmetry in the 

crystal to reduce the number of components. The stiffness matrix, Cij, which the 6x6 matrix also is 

known as, can be used to calculate the bulk modulus, Poisson coefficient and Lame constants. In 

general, it has been found that the DFT elastic constants are within 10% of experimental values 73. 

For hexagonal polymorphs the stability criteria are 74 

𝐵𝐻1 =  𝐶11 > |𝐶12| 

𝐵𝐻2 =  𝐶11 > 0 

and for oblique polymorphs the stability criteria are 74 

𝐵𝑂1 = 𝐶11 > 0 
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𝐵𝑂2 = 𝐶11𝐶22 > 𝐶12𝐶12 

𝐵=3 = |𝐶𝑖𝑗| > 0 

 

Table 6: The calculated single-crystal elastic constants Cij (in GPa), bulk modulus B (in GPa), shear modulus G (in GPa), Poisson's ratio ν, Young's modulus E (in 

GPa). Subscript V indicates the Voigt bound, R indicates the Reuss bound and H indicates the Hill bound. 

 

The 3HB structure was found to be mechanically stable with all five dopants and for both Mo and S 

substitutional doping as they all fulfil the Born criteria. This means that the doped structure can keep 

its pore size and structure under a mechanical load.   To further investigate how the doped structure 

would react to applied mechanical forces, we used the stiffness matrix to calculate the Voigt (V), 

Reuss (R) and Hill (H) modulus. With these we calculated the bulk modulus B, shear modulus G, 

Young’s modulus E and Poisson’s ratio ν for all doped 3Hb-MoS2 structures. The values are shown in 

Table 5.  

Young’s modulus characterises how a structure reacts to a force applied lengthwise, both under 

compression and extension. All of our doped structures have positive Young’s modulus ranging from 

128 GPa (higher than for bronze, titanium and annealed copper 75) up to 291 GPa (beryllium 75), 

indicating that they are quite stiff materials and would react slowly to applied pressure. In order to 

determine whether the doped structures are ductile or brittle we calculated the shear bulk modulus 

ratio, 0.5 is the cut-off below which materials are categorized as ductile 48. Our results show that 

seven of the doped structures are brittle, although three of them are just above the threshold. As 

they are so close to the threshold values, experimental tests would be needed to determine if MoS2 

structues with one S atom substituted for one Al, N or Ni atom are in fact brittle. Our simulations 

show that only when Co and Ni are substituted for Mo or Co substituted for S in 3Hb-MoS2 the doped 

materials become ductile.  

Poisson’s ratio is a measure of the Poisson effect, a materials deformation perpendicular to the 

 
 

Polymorph 

 
3HB

21 Al for Mo Co for Mo I for Mo N for Mo Ni for Mo Al for S Co for S I for S N for S Ni for S 

Crystal 
system 

Hexagonal Hexagonal Hexagonal Hexagonal Oblique Hexagonal Hexagonal Hexagonal Hexagonal Hexagonal Hexagonal 

C11 176 223 161 212 254 196 301 300 296 326 302 

C12 45 68 72 56 -10 90 99 103 93 107 100 

C13 0.6 0 0 0 - 0 0 0 0 0 0 

C16 - - - - 23 - - - - - - 

C26 - - - - -53 - - - - - - 

C66 46 77 44 78 116 53 101 98 101 109 101 

Born Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes Yes 
BV 50 146 116 134 119 143 200 202 195 216 201 
BR 2 146 116 134 117 143 200 202 195 216 201 
BH 26 146 116 134 118 143 200 202 195 216 201 
GV 34 77 44 78 123 53 101 98 101 109 101 
GR 0.8 77 44 78 109 53 101 98 101 109 101 
GH 17 77 44 78 116 53 101 98 101 109 101 
E 43 202 128 197 171-292 

(232) 
154 268 264 267 291 269 

G 17 77 44 78 103-116 
(110) 

53 101 98 101 109 101 

ν 0.23 0.306 0.450 0.263 -0.167-
0.197 

(0.015) 

0.462 0.329 0.345 0.315 0.328 0.330 

GH/BH 0.653 0.527 0.379 0.582 0.932 0.370 0.505 0.485 0.518 0.505 0.502 
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direction of the applied force. A value close to zero indicates that the material’s structure (e.g. foam) 

would collapse in the compression, while materials with a much larger bulk modulus than shear 

modulus (rubber) will have a Poisson ratio around 0.5 78. Co and Ni substitution for Mo have quite 

high values (0.450 and 0.462) putting them in the upper region together with gold and saturated 

clay. I substitution for Mo on the other hand is in the mid-range where similar materials would be 

magnesium and variants of cast iron. The rest are in the range of 0.306 to 0.345 which is similar to 

the Poisson ratio of stainless steel, aluminium alloy and copper. Compared to the values obtained for 

3Hb in our previous paper we see that the shear modulus has increased for the doped structures 

indicating that they will withstand higher values of shear stress. Adding dopants has also made the 

structures ductile in the case of Co and Ni substitution for Mo and Co substitution for S. This 

showcases the power of doping when it comes to altering and improving mechanical properties of 

materials. 

4.5. Dynamical stability 

It is not enough for a material to be mechanically stable; it must also be dynamically stable. In order 

to verify this, we performed phonon and phonon density of states calculations. In addition, we have 

calculated the phonon dispersion curves, at the equilibrium volume, along the high symmetry 

direction of the Brillouin zone and these results are seen in figure 5 and 6. The 3Hb structures where 

one Mo atom was replaced with one Co, I or one N atom have clear and distinctive negative 

frequencies, as seen in Figure 5b, 5c and 5d respectively, which makes the dynamically unstable 

structures.  

In general, if a material is mechanically stable and dynamically unstable it could have a metastable 

phase and by using dopants, nanoparticles and nanoobjects the structures can be stabilised.  

For Mo replaced with either one Al or one Ni atom small and similar negative modes are seen for 

both structures between A-L, M-Γ, Γ-K and H-A.  

The imaginary modes seen in Figure 5a and 5e are believed to be caused by lattice distortions 

stemming from the creation of the super cell. The effect of these distortions can potentially be dealt 

with by changing the supercell size. Phonon calculations also require extremely (10-8) accurate forces 
79, while the volume relaxation calculations were performed using 10-6 as the accuracy limit. This 

difference in accuracy could have caused these small imaginary modes we see for Al or Ni. Another 

possible explanation is slightly wrong magnetic moment in the input files for the phonon calculations. 

Wolloch et. al. found that quite small differences in the magnetic moment can help stabilise a 

structure 79.  Based on this we conclude that these two structures are in fact dynamically stable.  

For the S substituted structures presented in Figure 5, we see the same type of negative modes 

appear as seen in 5a and 5e. Especially for S replaced with either Co, I and N, Figure 5b, 5c and 5d 

respectively, the negative frequency is near zero and definitely an artefact from the calculations. 

Thus, we can conclude that all the S substituted structures are dynamically stable.  
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Figure 5: Phonon density of states for 3Hb doped with Al (a), Co (b), I (c), N (d) and Ni (e) for Mo. 

  
 

 

  

 

 

 

 

 

 

 

(b) (a) 

(e) 

(d) (c) 
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Figure 6: Phonon density of states for 3Hb with S substituted for Al (a), Co (b), I (c), N (d) and Ni (e) 

  

  

 

 

 

4.6. Charge density calculations 

The charge density map showed in Figure 7a for 3Hb-MoS2 clearly shows that the electrons reside 

around the individual atoms. In addition, the spherically-shaped charge distribution indicates that the 

bonding between Mo – S and S – S is primarily ionic. The charge transfer plots in Figure 7b reveals a 

depletion of charge around the Mo atoms, while we get a charge accumulation around the S atoms 

and between the Mo and S atoms. As the charge transfer plot shows the charge gathers around the S 

(a) (b) 

(c) (d) 

(e) 
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atoms and indicates a slight polar character for the compound-. The electron localization function 

(ELF), Figure 7c, is a measure of the spatial localization of electrons and that helps to map electron 

pair probability in multielectron systems. Our ELF findings are consistent with that of the charge 

transfer plot, and we can thus expect the electron to be found outside of the S atoms.  

 

Figure 7: Calculated charge density map (a), charge transfer plot (b) and electron localization function (c) for 3Hb-MoS2.  

 

5. Conclusion 

Seven MoS2 polymorphs were studied with regards to phase transition and their photocatalytic 

capabilities were analysed using catalytic indicators as D-band centre, Gibbs free energy and 

absorption coefficient. The most promising candidate, 3Hb-MoS2, was chosen for further enquiries 

and was substitutional doped with Al, Co, I, N and Ni atoms at two different locations. This study 

shows the following 

• No phase transitions caused by temperature changes were found for 1H, 2H, 2R1, 2T, 3Ha, 

3Hb and 4T polymorphs.  

• All seven polymorphs have their absorption peak at 620nm in the visible spectra, 

o 2R1 has the highest maximum (2.67x105 cm.1) followed by 2H and 3Hb at 2.33 x105 

cm-1 and 2.28 x105 cm-1 respectively.  

• 2R1, 2H, 3Hb, 4T and 3Ha are high refractive index materials (n>3.9). 

• Different dopants of 3Hb-MoS2 resulted in varying bandgaps.  

o Only four were seen to be semiconductors: Mo substituted with Al and I, and S 

substituted with Co and Ni. 

o S substituted with I is an insulator. 

o The remaining five structures, Mo substituted with Co, N or Ni and S substituted with 

Al or N, are metallic.  

• Mo substitutional doped MoS2 with Al, Co, I, N and Ni reduces the Gibbs free energy with a 

factor of ten. 
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o 3Hb-MoS2 doped with N for Mo (-0.28 – 0.27 eV) has a lower Gibbs free energy than 

the edge sites of MoS2.  

• Only Co, I and N for Mo doped 3Hb-MoS2 are dynamically unstable.  

o The other seven structures are both mechanically and dynamically stable. 

o Structures with Mo replaced are more thermodynamical stable than structures with 

S substituted.  

Our calculations show that 3Hb-MoS2 doped with Al and Ni for one Mo atom and 3Hb-MoS2 doped 

with Al, Co, I, N and Ni for one S atom are dynamically and mechanically stable. This makes it possible 

to synthesise and perform experimental tests on these structures. Through doping, we lowered the 

Gibbs free energy of 3Hb-MoS2 and made the basal plane competitive with the edge sites, especially 

for N for Mo. Our study indicates that 3Hb-MoS2 substitutional doped with Al for Mo atoms are 

promising candidates for photocatalytic water splitting. However, the best doping percentage and 

optimal dopant needs to be found through further theoretical and experimental studies.  
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Figure S1: GGA band structures for doped 3Hb. Here one Mo is substituted with one Al (a), Co (b), I (c), N (d), Ni (e). 
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Figure S2: GGA band structures for doped 3Hb. Here one S is substituted with one Al (a), Co (b), I (c), N (d), Ni (e). 
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