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A B S T R A C T

Ransomware continues to pose a significant threat to cybersecurity by extorting money from
users by locking their devices and personal data. The attackers force the payment of a ransom
in order to restore access to personal files. Because of the structural similarity, detection
of ransomware and benign applications becomes vulnerable to evasion attacks. Ensemble
learning can provide countermeasures, while attackers can use the same technique to improve
the effectiveness of their respective attacks. This motivates us to investigate whether the
distinct ensemble method can achieve better performance when combined with the voting-
based method. This research proposes a hybrid approach that examines permissions, text, and
network-based features both statically and dynamically by monitoring memory usage, system
call logs, and CPU usage. Ensemble machine learning analyzers on static and dynamic features
extracted from Android malware applications (ransomware and non-ransomware) are then
trained in the designed model. Our experimental results show that the proposed ensemble
classification and detection technique can classify unknown static and dynamic ransomware
behavior to mitigate adversarial evasion attacks.

. Introduction

Ransomware (RW) attacks have become one of the biggest security threats facing individuals and businesses worldwide. Typical
alware targets users by deleting or damaging files, changing system configurations, disclosing user information to third parties,

tc. Ransomware, on the other hand, gains access to user data and computer resources undetected, notifies the victim and demands
ransom to release access to the captured resources (e.g., encrypted files, etc.). Crypto-ransomware finds and encrypts the files

n the device with a solid cipher to deny the user access. Locker ransomware locks the device itself, mainly by locking the user
nterface or using pop-up overlays, so that the user cannot enter the device in the first place [1]. Ransomware is not just a Windows
perating system phenomenon. It also attacks other platforms, such as Android devices. At the end of 2018, Android has over 86.8%
f the total cell phone market share.1 Android has emerged as the most widely used operating system for mobile devices [2]. In
eptember 2018, McAfee Lab stated that the total number of ransomware had reached 17 million. Android ransomware will be one
f the most important security threats in the future.2
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Ransomware can spread as a legitimate application or is downloaded (unintentionally) by users who intend to download software
pdates, apps, etc. from third-party app stores [3] or by clicking on the spam link sent in SMS messages. However, modern Android
ansomware is usually spread via compromised apps that are freely available to users via third-party app stores. Ransomware
ttackers select a popular app to mimic a realistic app that infects a large user base. Depending on the complexity of the attack, the
ttackers retain the original functionality of the application and may add malicious code to it, or the application may only display
he icon and name of the original application. This is done in order to install ransomware on the target device unnoticed and make
he user [4]. Once installed, the ransomware collects information about the victim’s device, searches for the target resources such
s files, resources, etc., and communicates with the Command & Control (C&C) server to obtain the encryption key if it was not
lready included in the payload. After that, the ransomware hijacks (locks/encrypts) the target resource and displays a message to
he victim asking him to pay the ransom, along with the payment instructions.

Currently, ransomware developed mainly for Android devices is on the rise. Due to the alarming increase of Android ransomware
pplications, Android ransomware analysis and detection has become an important research area. Some techniques for Android
ansomware detection and classification have already been proposed. We can divide ransomware detection techniques into two
ategories: Static analysis and Dynamic analysis. Static analysis uses the syntax or structural properties of the application to
etermine its maliciousness. Static analysis relies on feature extraction (without execution) from resource files, Android manifest
iles, Java bytecode, etc. The Android manifest file contains all the required permissions, which are the central design point of the
ndroid security model [5]. By default, no application has the permission to access sensitive data (such as contacts or SMS) and
ertain system functions (such as camera, Internet). Ransomware developers use the permissions mainly for privilege escalation and
ccess sensitive data stored on the device.

Dynamic analysis aims to detect malicious behavior during program execution. Dynamic analysis can look at features such
s dynamic code loading, the sequence of system calls collected during application execution, network activity, CPU usage, and
emory usage [1]. Similarities in ransomware application behavior can help identify new (zero-day) ransomware. Most state-of-

he-art techniques [2] do not take into account the structural features specific to the appearance of ransomware, such as the text in
he source code. Ransomware may contain specific threats within its code, e.g., to lock, encrypt, porn, etc. Most Android ransomware
equires individual permissions (such as BIND_DEVICE_ADMIN, KILL_BACKGROUND_PROCESS, and RECEIVE_BOOT_COMPLETED,
tc.), which can be helpful for ransomware detection. Ransomware regularly establishes network connections to retrieve commands
r send data collected from devices [4]. Therefore, network addresses (email address, IP address, URLs) may be present in the code
f different ransomware samples, which can help in ransomware detection. These network-based features have never been statically
nalyzed for Android ransomware detection before.

.1. Motivation

Behavioral analysis based on hardware features such as CPU usage, memory usage, and system call logs could be useful
or Android ransomware classification, as they are more resistant to change compared to static features that ransomware can
vade through code obfuscation and encryption [1,6,7]. To our knowledge, detection and classification (using machine learning)
f Android ransomware has not yet been performed using the combination of the above features. Due to advances in machine
earning techniques, a significant amount of research has been conducted on Android malware detection using machine learning
echniques [8]. Although machine learning techniques have proven their effectiveness in malware detection, machine learning
lassifiers are not very resilient to adversarial attacks. This aspect is highlighted in the following text: ‘‘in the learning phase,
he dataset used for training remains representative of the problem domain, assuming no intentional malicious modification of the
ata’’ [9]. Therefore, malicious users often employ adversarial attacks to fool the machine learning models. We can divide adversarial
ttacks into two types (1) evasion and (2) poisoning attacks [9,10]. In evasion attacks, attackers intentionally fabricate malicious
nputs so that the classification model incorrectly classifies an application as benign or clean. In poisoning attacks, on the other hand,
ttackers poison the training data to compromise the entire learning process. The focus of this work is on countering circumvention
ttacks by adversaries. We identify a subset of features from several features of different behavior types. Moreover, we construct the
et of multiple distinct features instead of using a single feature vector. The main motivation for using a single feature vector based
n several distinct subsets was generalization. This helps the instances to contribute more to the trained classifiers. In this way, it is
ifficult for attackers to bypass the detection model. We use the benchmark Android ransomware to extract multiple discriminative
ubsets based on their behavioral analysis. We used an ensemble of multiple classifiers and combined them with the voting method.
inally, we compared the proposed method with the traditional ML-based model in adversarial environments.

.2. Contributions

This study focuses on mitigating evasion attacks in Android ransomware detection, such as code obfuscation and its use to evade
alware/ransomware detection. Most of the existing ransomware techniques fail to modify the input feature vector for analysis

when one aspect is used for obfuscation, it changes the entire feature vector, which causes the trained classifier to misclassify the
ansomware. Therefore, this research proposes an ensemble-based analysis mechanism to detect Android ransomware and mitigate
vasion attacks. The Android characteristics used for analysis here are not easy to modify and use for evasion attempts. Based on this
otivation, we propose a technique that combines the effectiveness of both static (i.e., permissions, text, network-based features,

tc.) and dynamic features (such as system call logs, CPU, and memory usage) to detect Android ransomware using an ensemble
2

achine learning model. In summary, the main contributions of this research are:
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1. Extraction and analysis of static network-based features such as IP addresses, email addresses, and URLs.
2. Development of two different machine learning ensemble models that include multiple machine learning algorithms for static

and dynamic feature sets for Android ransomware detection and mitigation of adversarial evasion attacks.
3. Evaluating the effectiveness of the proposed model for mitigating adversarial evasion attacks using a large dataset of fabricated

feature vectors from Android ransomware samples.

We have structured the remainder of the paper as follows. In the next Section 2, we present a literature review of related
echniques. Section 3 describes the proposed methodology, followed by Section 4, where the experimental setup is presented.
ection 5 provides a detailed evaluation and discussion of the obtained results and Section 6 concludes the paper.

. Related work

There are several approaches to ransomware detection, and some of them relate to the Android platform. Song et al. [2]
roposed a technique that carefully monitors and specifies processes and certain file directories using statistics on processor usage,
emory usage, and I/O rate so that processes with unusual behavior can be detected. This technique has been implemented with

hree modules (i.e. configuration, monitoring and processing). The configuration module creates monitoring list tables, while the
onitoring module monitors the processor, memory, and I/O usage of each process. The processing module takes care of processes

hat are considered suspicious by the monitoring module and makes an exception or isolates them. The proposed approach can be
mplemented in the Android source code. Without obtaining information about the ransomware, it can reduce the damage caused
y unknown ransomware. However, this technique does not perform static analysis, which could have been more efficient.

Yang et al. illustrated the design of an automated hybrid analysis technique [3]. The proposed system uses static analysis based
n matching features such as permissions, sequence of API invocations, resources, and APK structure. Dynamic analysis describes
he nature of the attack in terms of data leaks such as web browser cookies and others without gaining access to the exact protected
ata sources in a mobile device.

Alberto et al. proposed a hybrid approach to Android ransomware detection that first examines (using static analysis based on
pcode frequency) the application to be used on a device before installing it [8]. Then, dynamic analysis identifies whether the
ystem is under attack by monitoring CPU usage, memory usage, network usage, and system call statistics. The dataset used for the
xperiments was small, and such analysis cannot examine different Android ransomware families.

Ensemble-based learning helps improve countermeasures in adversarial environments [9]. A generative-based attack generation
ithout executing the malicious functionality was investigated. New instantiations based on adversarial examples are used as an

nstance for training. This improves the ensemble method and can be used as a more robust classification model. Ensemble-based
ethods are used for unique classification and fake feedback detection [11].

Gharib et al. [12] proposed a DNA droid technique, a hybrid real-time detection framework that can rapidly evaluate a sample
sing static analysis. If the application is only considered suspicious, it is continuously monitored and runtime behavior is profiled.
nce the profile resembles a collection of malicious profiles, DNA-Droid terminates the application. The overall architecture of

heir proposed framework includes three main components: a static analysis, a dynamic analysis and a detection module. The static
odule includes three subcomponents (Text Classification Module (TCM), Image Classification Module (ICM), and API calls and
ermissions Module (APM)) to assess different aspects of an APK file. The dynamic module profiles malware families based on the
equences of API calls and produces DNA for each family. In the detection phase, the runtime behavior of a suspicious sample is
ontinuously compared to the families of the DNA.

Alzahrani et al. [13] has introduced Randroid. This automated approach measures the structural similarity between the collected
nformation of the examined application and the threat-related information collected by known ransomware variants to classify the
pplication as ransomware or goodware. The Randroid approach extracts the application’s information such as images and text
rom XML layout files, resources and class.dex files in the static analysis phase. The dynamic analysis captures extortion activity
nd examines the presence of threat letters or lock screens. Image Similarity Measurement (ISM) and String Similarity Measurement
SSM) are used to determine the similarity between the extracted information and previously collected information about known
ansomware. Based on the similarity scores, the examined application is classified as suspicious, good software or ransomware.

Another proposed solution for crypto-ransomware detection was proposed by Chen et al. [14], namely RansomProber. Ran-
omProber is a real-time detection technique that analyzes User Interface (UI) widgets of related activities, coordinates the user’s
inger movements, and detects whether the ransomware starts the file encryption process. Ransom prober includes three steps:
ncryption analysis, foreground analysis and layout analysis. The encryption analysis module is used to detect if some files are
ncrypted. The foreground analysis module decides whether the encryption operation belongs to the user’s application, and the
ayout analysis module analyzes UI widgets of the corresponding activities and the user’s coordinates. Ransom prober can detect
epackaged ransomware that targets an application without encryption. This technique is designed to detect crypto-ransomware
nly. The proposed approach does not detect repackaged applications that use encryption or compression methods.

Mercaldo et al. described a model checking technique for identifying malicious payloads in Android ransomware [15]. This
echnique is divided into three subprocesses (construction of formal model, construction of temporal logical properties, and detection
f ransomware family). In the construction of the formal model, the bytecode of the application is parsed and appropriate formal
odels of the system are created. The construction of Temporal Logic Properties defines the characteristic behavior of ransomware

n terms of a set of properties. In ransomware family detection, the formal verification environment including a model checker is
sed to detect ransomware families. The special features of this approach are formal methods and detection of ransomware from
3

ava byte code.
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Table 1
Summary of the related work.

Approaches Static features Dynamic features NLP Image processing Heuristic Machine learning Deep learning Behavior analysis

Gharib et al. (2017) [12] ✓ ✓ ✗ ✓ ✓ ✗ ✓ Sequence analysis
Song et al. (2016) [2] ✓ ✗ ✗ ✗ ✓ ✗ ✗ ✗

Yang et al. (2016) [3] ✓ ✓ ✗ ✓ ✓ ✗ ✗ ✓

Alzahrani et al. (2019) [13] ✓ ✓ ✗ ✓ ✓ ✗ ✗ ✗

Chen et al. (2017) [14] ✓ ✓ ✗ ✗ ✓ ✗ ✗ ✗

Mercaldo et al. (2016) [15] ✓ ✗ ✗ ✗ ✓ ✗ ✗ ✓

Alberto et al. (2018) [8] ✓ ✓ ✗ ✗ ✗ ✓ ✗ ✓

Ensemble-based methods have been adopted by several approaches [16]. The method combines ensemble learning and transfer
earning on time series data to implement incremental updates. As a result, the hybrid method independently makes predictions and
mproves accuracy. In another work, NATICUSdroid [17] was proposed, which selects the specific permissions as features and then
lassifies them as benign or malware. The selection is based on the trend of the permissions. The proposed model is evaluated using
ight different machine learning algorithms. The random forest classification model achieved an accuracy of 97%, a false positive
ate of 3.32%, and an F-measure of 0.96.

Another method PerbDroid [18] was proposed using six different approaches for feature ranking (i.e., gain ratio, OneR feature
valuation, chi-square test, information gain feature evaluation, principal component analysis (PCA), and logistic regression analysis)
o create the classification algorithm based on API, permission, and intents. The model was tested with a real-world application [18].
he model used the hyper-tuning selection process and classification algorithm to select and classify malware detection. However,
alware detection and countermeasures based on adversarial models still need to be explored.

We summarize the strengths and weaknesses of current approaches in Table 1. The literature review shows that most of the
echniques proposed so far, whether they perform only static or dynamic detection [2]. Although static analysis is fast, secure,
nd accurate in identifying known ransomware samples [1], static-only detection could be vulnerable to ransomware attacks that
bfuscate code to alter structure [15] and are unable to deal with samples that encrypt or compress their payloads. Dynamic analysis
s resistant to evasion [8]. It can detect unknown ransomware based on the general behavioral signatures [2]. In addition, dynamic
nalysis has some vulnerabilities, such as some actions only trigger certain conditions that may not be available in a test environment,
uch as an emulator [1]. Therefore, for ransomware detection, it may be worth combining behavior-based detection capabilities that
re resistant to evasion [2] with the effective capabilities of static analysis [12]. Few other techniques that use a hybrid approach
re type-specific, addressing only one type such as crypto-ransomware [14] or addressing only a specific ransomware family [3].
amily-specific detection cannot generalize the solution and apply it to every type of ransomware. Previously proposed approaches
or Android ransomware detection [8] using machine learning techniques are vulnerable to adversarial evasion attacks. Attackers
an compromise the entire detection model by simply obfuscating code or using other evasion techniques, since changing one aspect
hanges the entire feature vector; thus, the ransomware remains undetected by the machine learning classifier.

Overall, this work has inspired us to propose a hybrid analysis-based Android ransomware classification technique that employs
oth effective static and dynamic features and ensemble learning-based machine learning to mitigate the adversarial evasion attack.

. Hybrid distinct ensemble analyze

We have discussed the proposed framework for ransomware classification in Fig. 1. The proposed methodology consists of two
arts, i.e. offline training and online prediction, as shown in Fig. 1(a) and (b). In the offline training part, feature extraction, selection,
raining, and testing are performed. In the online prediction method, the trained classifier is used to predict ransomware and non-
ansomware applications. Feature extraction based on static and dynamic analysis is discussed in 3.1 and 3.2. In offline training,
tatic analysis is performed to extract permission, network, and text as shown in Figure (a). Then separate classifiers are trained
or each type of feature. In this way, a static meta-classifier is trained based on permission, network features, and text. In dynamic
nalysis, the applications are run in a controlled environment, then the features are extracted and analyzed. We logged the system
alls, usage of CPU, and memory consumption of the application and used them as features. Separate classification models are
hen trained depending on the nature of the features. In this way, a dynamic feature-based meta-classifier is trained. The proposed
ybrid ensemble analysis involves two separate ensemble machine learning models trained on static and dynamic feature vectors.
ach ensemble model consists of an odd number of machine learning classification algorithms, e.g., three or five. The stacking
nsemble method is used to train and test the classification algorithms, where each algorithm is trained on the entire feature vector.
n the offline prediction method, the static and dynamic meta-classifiers are then used in the voting method to predict the output, as
entioned in Fig. 1(b). Due to the separate ensemble learning models used in the methodology, we call it a hybrid distinct ensemble

nalyzer.
We started with a dataset of malware APK files that contained both Android ransomware and non-ransomware as input. Each

ndroid application is packaged in an .apk file, a compressed file that contains several other files and folders, such as classes-dex
iles, assets, resources, META-INF and AndroidManifest.xml files, etc. In the first phase, the features to be used for static and dynamic
nalysis are extracted from an APK file. The extracted features and their compilation into feature vectors are then used to perform the
4

tatic and dynamic analysis simultaneously. To extract static features, the APK file is decomposed into Java and XML files. For this
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Fig. 1. The overall methodology of distinct ensemble analysis approach.

purpose, we used the Apk tool3. The Apk tool is a free open-source utility that unpacks an APK file into its individual resources [19].
The obtained Java and XML files are further scanned to extract features. Android has a special permission strategy. Permissions are
granted by the user when the application is installed [12]. These permissions are extracted from the AndroidManifest.xml files.
While text and network based features like email addresses, IP addresses and URLs are extracted from the Java files. These network
features describe who the application communicates with after installation. Since Android ransomware activities are mostly network-
based [4], these network features help in detecting Android ransomware. These features are converted into a combined feature vector
and fed to the proposed static ensemble machine learning model in the second phase. The static ensemble machine learning model
is trained using these feature vectors. Once this static ensemble is trained, it can classify the application and assign a label RW/NRW
based on the identical static features.

Similarly, each APK file is run in an emulation environment to record the dynamic features for dynamic analysis. The extracted
dynamic features of an APK file are converted into a feature vector. These feature vectors are further used to train the dynamic
ensemble model. Then, the dynamic ensemble classifies the application and assigns the label RW/NRW. The final decision (on the
classification of the application) takes into account feedback from both the static and dynamic ensemble models. Suppose one of the
machine learning models (part of the ensemble framework) classifies the application as ransomware (by assigning it a RW label).
In this case, the application is classified as ransomware. The application is classified as non-ransomware only if both the static and
dynamic ensemble models assign it a similar label (i.e., non-ransomware NRW).

3 https://ibotpeaches.github.io/Apktool/documentation/
5
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3.1. Static feature extractor

Our experimental dataset includes .apk files (i.e., 50% ransomware and 50% non-ransomware). The Android Package Kit (APK) is
file format that Android uses to distribute and install applications. It contains all the elements such as classes (.dex files), resources,
nd manifest files that an application needs to be installed correctly on a device. The manifest file contains permissions and other
onfiguration details of the application. Our feature extraction process starts with capturing APK files using a feature extraction
cript. We wrote a Python script to extract permissions from the manifest.xml file, text and network-based features (i.e., IP addresses,
mail addresses and URLs) from .dex files. The script decompiles the APK files, extracts these features, and then saves them to text
iles. We use these .txt files from both ransomware and non-ransomware applications to create feature vectors. The feature vector
cript reads the .txt files from both ransomware and non-ransomware applications. It outputs the feature vectors of each application
fter capturing a dataset of all features to identify characteristic features of each application and save the dataset in the output file.

We create a binary sequence for each application at its position in the dataset (representing the feature vector). All detected
ndividual permissions are then ordered as a sequence of 0s and 1s. A particular authorization is denoted by a one and the absence
f an authorization is denoted by a 0 in the list. The last bit of the vector represents the category of the application (i.e., ransomware
r non-ransomware). All redundant permissions are removed from the dataset, as redundancy could have a negative impact on
lassification. After removing redundant permissions, we get 166 unique permissions.

Both text- and network-based features contain strings; therefore, we create their feature vectors using the TF-IDF vectorizer [20].
he TF-IDF vectorizer converts textual features into feature vectors that can be used as input to the classification algorithm. TF-
DF is an extravagant and increasingly effective representation for classification mechanisms of textual data [21]. Next, we use all
he created static feature vectors to train static ensemble analyzers based on machine learning. Algorithm 1 describes the feature
xtraction process for both static and dynamic analysis of APK files, the conversion of extracted features into feature vectors, and
he classification mechanism used to detect Android ransomware.

Algorithm 1 Feature extraction and classification detection
INPUT: 𝐴𝑃𝐾𝐹 𝑖𝑙𝑒.
UTPUT: Malware or Ransomware.
1: for 𝑎𝑙𝑙 𝑓 ∈ 𝐹 do ⊳ F is APK folder
2: 𝐴𝑃𝐾𝐹 𝑖𝑙𝑒 ← 𝑂𝑝𝑒𝑛(𝑓𝑖𝑙𝑒);
3: 𝑚𝑎𝑛𝑖𝑓𝑒𝑠𝑡𝐹 𝑖𝑙𝑒, 𝑗𝑎𝑣𝑎𝐹 𝑖𝑙𝑒 ← 𝐴𝑃𝐾_𝑇 𝑜𝑜𝑙(𝐴𝑃𝐾𝐹 𝑖𝑙𝑒);
4: if 𝑚𝑎𝑛𝑖𝑓𝑒𝑠𝑡𝐹 𝑖𝑙𝑒 == 𝑎𝑛𝑑𝑟𝑜𝑖𝑑𝑚𝑎𝑛𝑖𝑓𝑒𝑠𝑡.𝑥𝑚𝑙 then
5: permission← 𝐺𝑒𝑡_𝑃𝑒𝑟𝑚𝑖𝑠𝑠𝑖𝑜𝑛(𝑎𝑛𝑑𝑟𝑜𝑖𝑑𝑚𝑎𝑛𝑖𝑓𝑒𝑠𝑡.𝑥𝑚𝑙);
6: for 𝑎𝑙𝑙 𝑝𝑒𝑟𝑚𝑖𝑠𝑠𝑖𝑜𝑛(𝑖) ∈ 𝑝𝑒𝑟𝑚𝑖𝑠𝑠𝑖𝑜𝑛 do
7: if 𝑃𝑒𝑟𝑚𝑖𝑠𝑠𝑖𝑜𝑛(𝑙𝑖𝑠𝑡)[𝑖] == 𝑝𝑒𝑟𝑚𝑖𝑠𝑠𝑖𝑜𝑛(𝑖) then
8: 𝑉 𝑒𝑐𝑡𝑜𝑟(𝑃𝑒𝑟𝑚𝑖𝑠𝑠𝑖𝑜𝑛)[ ] ← 1;

9: end if
10: 𝑉 𝑒𝑐𝑡𝑜𝑟(𝑃𝑒𝑟𝑚𝑖𝑠𝑠𝑖𝑜𝑛)[ ] ← 0;

11: end for

12: end if
13: 𝑛𝑒𝑡𝑤𝑜𝑟𝑘𝑣𝑒𝑐𝑡𝑜𝑟 ← 𝑇𝐹 _𝐼𝐷𝐹 (𝑚𝑎𝑛𝑖𝑓𝑒𝑠𝑡𝐹 𝑖𝑙𝑒, 𝑗𝑎𝑣𝑎𝐹 𝑖𝑙𝑒, 𝑛𝑒𝑡𝑤𝑜𝑟𝑘𝐹 𝑖𝑙𝑒);
14: 𝑇 𝑒𝑥𝑡𝑣𝑒𝑐𝑡𝑜𝑟 ← 𝑇𝐹 _𝐼𝐷𝐹 (𝑚𝑎𝑛𝑖𝑓𝑒𝑠𝑡𝐹 𝑖𝑙𝑒, 𝑗𝑎𝑣𝑎𝐹 𝑖𝑙𝑒, 𝑇 𝑒𝑥𝑡𝐹 𝑖𝑙𝑒);
15: 𝐷𝑦𝑛𝑎𝑚𝑖𝑐𝑣𝑒𝑐𝑡𝑜𝑟 ← 𝑉 𝑖𝑟𝑡𝑢𝑎𝑙_𝐸𝑛𝑣𝑖𝑟𝑜𝑛𝑚𝑒𝑛𝑡(𝐴𝑃𝐾𝐹 𝑖𝑙𝑒);
16: 𝑂𝑢𝑡𝑝𝑢𝑡1 ← 𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑦(𝑛𝑒𝑡𝑤𝑜𝑟𝑘𝑣𝑒𝑐𝑡𝑜𝑟 + 𝑇 𝑒𝑥𝑡𝑣𝑒𝑐𝑡𝑜𝑟 + 𝑉 𝑒𝑐𝑡𝑜𝑟𝑃𝑒𝑟𝑚𝑖𝑠𝑠𝑖𝑜𝑛);
17: 𝑂𝑢𝑡𝑝𝑢𝑡2 ← 𝐶𝑙𝑎𝑠𝑠𝑖𝑓𝑦(𝐷𝑦𝑛𝑎𝑚𝑖𝑐𝑣𝑒𝑐𝑡𝑜𝑟);
18: 𝑂𝑢𝑡𝑝𝑢𝑡 ← 𝑋𝑂𝑅(𝑂𝑢𝑡𝑝𝑢𝑡1, 𝑂𝑢𝑡𝑝𝑢𝑡2);

19: end for
20: Return 𝑂𝑢𝑡𝑝𝑢𝑡.

3.2. Dynamic feature extraction

Dynamic analysis involves running an Android application in the virtual environment to examine its runtime behavior. Dynamic
nalysis can be used to detect the malicious behavior of applications that remain undetected in static analysis. In previous research
elated to dynamic analysis, much attention has been paid to the investigation of data leakage and the sequence of API calls
equence [3,12]. A promising approach to efficient dynamic detection of Android ransomware is to identify a helpful set of features
hat allow distinguishing between ransomware and non-ransomware behaviors. Our proposed framework explores such types of
ynamic features (i.e., CPU usage, system call statistics, memory usage, etc.) that are less costly and more informative for Android
6

ansomware detection [8]. Therefore, the execution traces containing this data must be collected by running the application in a
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controlled environment. These traces were recorded manually by running applications one at a time for 10 minutes in an Android
emulator. However, some traces are shorter because the emulator has minor weaknesses. However, a longer execution period gives
us more meaningful results. The Android emulator Genymotion version 3.0.2 was chosen for dynamic analysis of Android malware
applications. The Genymotion tool is used because it is open source software and supports Android Studio. The reason for using the
Android emulator software instead of the original device is that the emulation environment provides more capacity to run a large
number of malware programs within a reasonable time.

Dynamic analysis on the device is immune to emulator bypass techniques. However, in the case of Android ransomware, the
physical device cannot be reset to a clean state. In contrast, the emulator can be reinitialized after analyzing each application.
However, the anti-emulation might have some impact on the dynamic feature extraction performed on Genymotion. Therefore, in
our proposed model, when using dynamic features (memory usage and CPU), we assume that even if applications are repackaged,
obfuscated, or equipped with techniques to avoid detection errors, they will still exhibit similar behavior traces during their
execution. An ensemble analyzer trained on these characteristics could adequately distinguish Android ransomware applications
from other malware applications.

The virtual device is reinitialized each time before a new malicious application is executed to avoid interference from the
previously executed applications, such as changed settings, execution of background processes, changes related to the operating
system configuration, etc. Android Debug Bridge (ADB) is used to monitor the memory and CPU usage of the applications. The
ADB is a command line tool that allows PC to communicate with an emulator instance or an Android device. Strace (a system call
tracking tool) is used to collect system calls from applications. For dynamic feature extraction, the following steps are performed
for each application as mentioned in Algorithm 2.

Algorithm 2 Controlled environment feature extraction process.
INPUT: 𝐴𝑃𝐾𝐹 𝑖𝑙𝑒.
UTPUT: Dynamic features.
1: 𝑆𝑡𝑎𝑟𝑡𝐷𝑒𝑣𝑖𝑐𝑒 ← 𝐴𝑉𝑀(𝑔𝑒𝑛𝑦𝑚𝑜𝑡𝑖𝑜𝑛);
2: for 𝑎𝑙𝑙 𝑓 ∈ 𝐹 do ⊳ F is APK folder
3: 𝑃𝑎𝑐𝑘𝑎𝑔𝑒 ← 𝐴𝑃𝐾(𝑓 );
4: 𝐸𝑣𝑒𝑛𝑡𝑠 − 𝐸𝑥𝑒𝑐𝑢𝑡𝑖𝑜𝑛 ← 𝐴𝑝𝑝𝑙𝑦(𝑤𝑖𝑝𝑒𝑠, 𝑝𝑟𝑒𝑠𝑠𝑒𝑠, 𝑡𝑜𝑢𝑐ℎ𝑠𝑐𝑟𝑒𝑒𝑛𝑠);
5: 𝑀𝑒𝑚𝑜𝑟𝑦 ← 𝐴𝐷𝐵(𝑚𝑒𝑚𝑖𝑛𝑓𝑜);
6: 𝐶𝑃𝑈 ← 𝐴𝐷𝐵(𝑐𝑝𝑢𝑖𝑛𝑓𝑜);
7: 𝑃𝑟𝑜𝑐𝑒𝑠𝑠𝑒𝑠 ← 𝑃𝐼𝐷();
8: 𝑆𝑦𝑠𝑡𝑒𝑚 − 𝑐𝑎𝑙𝑙 ← 𝐶𝑜𝑚𝑚𝑎𝑛𝑑(𝑠𝑡𝑟𝑎𝑐𝑒 − −𝑝 𝑝𝑖𝑑);
9: 𝑇 𝑒𝑟𝑚𝑖𝑛𝑎𝑡𝑒 (𝑓, 10𝑚𝑖𝑛𝑢𝑡𝑒𝑠);

10: 𝐸𝑥𝑖𝑡(𝑓 );

11: end for
12: 𝐹𝑒𝑎𝑡𝑢𝑟𝑒_𝑠𝑒𝑡 ← 𝑃𝑎𝑐𝑘𝑎𝑔𝑒, 𝑀𝑒𝑚𝑜𝑟𝑦, 𝐶𝑃𝑈, 𝑃 𝑟𝑜𝑐𝑒𝑠𝑠𝑒𝑠, 𝑆𝑦𝑠𝑡𝑒𝑚 − 𝑐𝑎𝑙𝑙;
13: Return 𝐹𝑒𝑎𝑡𝑢𝑟𝑒_𝑠𝑒𝑡.

We have considered all the features related to system calls, memory, and CPU usage that can be accessed in Android. In total,
here are 73 features for each running application. Five features relate to CPU: three to the use of CPU and two to virtual memory
xceptions (major and minor errors). 63 features relate to the various aspects of memory usage, and 5 represent statistics of system

calls. These features are further converted into feature vectors (i.e., numerical values) for classification. These feature vectors and
application category (i.e., ransomware/non-ransomware) are used to train dynamic ensemble analyzers based on machine learning.

3.3. Ensemble learning

Two separate machine learning ensemble models are used to classify applications based on their static and dynamic features.
Each ensemble is trained to deliver feature vectors along the category (i.e., ransomware with a value of 1 and non-ransomware
with a value of 0) to the ensemble models. Each classifier (e.g., Naïve Bayes, Decision Tree, Random forest, etc.) in the ensemble
model is trained with all the feature vectors. Once all these ensemble models are trained, they can classify the applications and
assign class labels such as RW/NRW. All the membership classifiers are provided to a meta-classifier, which combines these results
using a combination rule (i.e., majority voting) to assign the final label. Since we are dealing with two-class problems, we use the
majority decision scheme to determine the final label. Based on the results of both ensemble models, the final label is assigned to
the applications. To assign the final label, a ‘‘OR’’ operation is applied to the outputs of both ensembles. Thus, if either ensemble
assigns the RW label to the application, it is classified as ransomware. The application is classified as non-ransomware only if both
models of the static and dynamic ensembles assign it a similar label (i.e., NRW). Since supervised learning is used, the training set
consists of Android application samples that are assigned to one of the two classes: Ransomware or Non-Ransomware. For ensemble
models, we use Naïve Bayes, Decision Tree (j48/ c4.5), Random Tree, Random Forest, Support Vector Classifier, Logistic Regression,
Adaptive Boosting (Ada boosting), Gradient Boosting, Support Vector Machine with Sequential Minimal Optimization, JRip, etc.
7
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Naïve Bayes (NB) is a probabilistic classifier. It applies probability theory and Bayes theorem to make the assumption that
eatures are independent [22]. Decision tree generates rules for predicting the target variables [22]. A tree classification algorithm
akes it easy to understand the desired distribution of the data. J48 (i.e., an open-source Java implementation of C4.5 in WEKA data
ining tool) performs missing value calculation, decision tree pruning, continuous attribute value ranges, rule derivation, etc, [23].
andom tree is a tree created randomly from a set of potential trees that have a number of k random features at each node. In this
ase, ‘‘random’’ means that each individual tree has an equivalent stroke in the set of trees from which a sample is drawn. Then
ach tree can be said to have a ‘‘uniform’’ spread. Random trees can be made well, and integrating huge collections of random trees
equires exact models [22]. A random forest (RF) consists of several random decision trees. There are two types of randomness
uilt into the trees. First, each tree is built on a random sample from the original data. Second, at each node, a subset of features
s randomly selected to generate the best split [22]. The goal of Support vector machine (SVM) is to fit the provided data and
etermine the best fitting hyperplane that categorizes the provided data. Once the hyperplane is determined, the features can be
nput to the classifier to determine the predicted class. In the case of multiple classes, SVM uses a ‘‘one versus one’’ strategy.
Logistic regression (LR) is a linear classifier that calculates the restrictive probabilities of the outcomes and selects the one with

he highest probability. Boosting is a common ensemble method that generates a strong classifier from the various weak classifiers.
his is done by constructing a model from the training data and then creating a model to correct the errors of the main model.
odels are added until the training set is perfectly predicted with no errors or extreme values. AdaBoost (AD) works by weighting

he observations. In this process, problematic samples or samples that are difficult to classify are weighted more heavily and those
hat are treated effectively are weighted more weakly. We used AdaBoost M1 with SVM basis for ensemble evaluation because
t performs better than AdaBoost with a different type of weak learner [22]. Gradient Boosting identifies the weakness by using
radients in the loss function.

The output of different weak learners is combined so that their loss function can be optimized [22]. The loss function is a measure
f how well the predictive model classifies the underlying data. Gradient boosting (GB) allows the loss function to be optimized by
dding weak learners in the gradient descent process. Support Vector Machine (SVM) examines, identifies and matches patterns of
ata for classification. It uses a hyperplane to partition the data into regions of n-dimensional space. The hyperplane keeps the values
f a margin between regions at the maximum. SVM uses a kernel function that results in a nonlinear classification surface instead
f a linear hyperplane. Sequential Minimal Optimization (SMO) is an iterative algorithm for solving optimization problems that
rise in the training phase of the Support Vector Machine (SVM). SMO performs a fragmentation of the problem into a sequence of
mallest possible subproblems, which are then solved analytically [24]. JRip is a rule-based classification algorithm. It develops a
roportional rule learner called ‘‘Repeated Incremental Pruning to Produce Error Reduction (RIPPER)’’ to extract the rule directly
rom the data and use successive coverage algorithms to produce requested rule lists. The algorithm goes through four stages. (1)
rowing a rule (2) pruning (3) optimization and (4) selection [24].

. Experimental results

This study conducted an empirical evaluation to assess the effectiveness of our proposed Hybrid Distinct Ensemble Analysis
pproach. The evaluation method uses a 10-fold cross-validation technique to evaluate the proposed model. In 𝑘-fold cross-
alidation, the original dataset is randomly divided into 𝑘 subsets of equal size. A single subset of the 𝑘 subsets is used for validation
o test the algorithm. The remaining 𝑘 − 1 subsets are used as the training set. The cross-validation process is repeated precisely

times (the number of folds). Therefore, each of the 𝑘 subsets are used exactly once as a validation set [22]. The advantage of
his strategy is that all observations are used for both training and testing, and each observation is used exactly once for validation.
fter the k experiments, the weighted average of the classification accuracy is calculated. This research used the performance metrics
iven in Table 2, where True Positive (TP) is an accurate positive result that detects ransomware when ransomware is present.True
egative (TN) is an actual negative result that does not detect ransomware when ransomware is not present.False Positive (FP)

s a false positive result, meaning ransomware is detected when ransomware is not present.False Negative (FN) is a false negative
esult, meaning ransomware is not detected when ransomware is present. The computing power used in the experiments is listed
n Table 3.

.1. Dataset

The entire dataset used in this study includes two subsets: Android malware (Drebin4) and Android ransomware (RansomProber5)
pplications as .apk files. The Drebin malware dataset is used for the malware dataset, a benchmark repository with more than
ive thousand malware applications (from 179 different malware families). The ransomware dataset used for analysis comes
rom the ransomware repository used for experiments in a research effort called RansomProber. The RansomProber dataset
ncludes more than two thousand samples taken from related security alerts, threat reports from antivirus companies, and security
logs cite6chen2017uncovering. The RansomProber dataset shows good coverage of existing Android ransomware families. The
ataset contains 5500 ransomware and 2280 non-ransomware. The experimentation used 275 samples of each class for evasion
ttacks. The classifiers used were trained using the behavioural characteristics of ransomware and non-ransomware applications

4 https://www.sec.cs.tu-bs.de/~danarp/drebin/.
5 http://csp.whu.edu.cn/RansomProber/download.html/.
8
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Table 2
Summary of the performance metrics used for evaluation.
Metrics Calculation Method

Precision (P) 𝑇 𝑟𝑢𝑒𝑃 𝑜𝑠𝑖𝑡𝑖𝑣𝑒
𝑇 𝑟𝑢𝑒𝑃 𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒𝑃 𝑜𝑠𝑖𝑡𝑖𝑣𝑒

Recall (R) 𝑇 𝑟𝑢𝑒𝑃 𝑜𝑠𝑖𝑡𝑖𝑣𝑒
𝑇 𝑟𝑢𝑒𝑃 𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

F-Measure 2 ∗
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗ 𝑅𝑒𝑐𝑎𝑙𝑙)
(𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 + 𝑅𝑒𝑐𝑎𝑙𝑙)

Table 3
Experimental setup.
CPU Intel® Core™ i5-5200 CPU @ 2.20 GHz

Memory 8 GB
OS Window 8
APK Decompilation Tool Apk Tool
Machine learning library sklearn

Android emulator configuration

Platform Genymotion 2.12.2
Device Custom Tablet
Android version 6.0.0
API Level 21
CPU 1.5 GHz
Memory size 2048 MB
Data disk capacity 16 384

Table 4
Summary of the ensemble and classification model configuration.

Ensemble Classification models

1 C45 Decision tree, Random tree, Random forest
2 Logistic regression, C45, SVM with SMO
3 Random tree, Random forest, SVM with SMO
4 SVM with SMO, Logistic regression, Random forest
5 SVM with SMO, Logistic regression, AdaBoost with SVM base
6 Logistic regression, Jrip, Random forest, C45, SVM with SMO
7 SVM with SMO, logistic regression, Simple regression, AdaBoost with SVM base

and an explicit label (i.e., ransomware/non-ransomware). The development method uses disjoint datasets for training and testing
purposes. This study used many applications to ensure that our dataset is unbiased. The dataset used in this study is not limited to
applications with specific attributes that can help in generating results. However, if the new features come from any functionality
for the extended application, the model can incorporate the updated features. Table 2 describes the methods used to calculate all
values. These measurements were made by evaluating each classification algorithm and various combinations of ensemble learning.

4.2. Static and dynamic feature selection using InfoGain

During the development of the proposed model, this study performed feature selection to select important attributes of the dataset
hat are most appropriate and useful for identifying application classes (i.e., RW/NRW). To this end, the study performs feature
election based on the information gain criterion to find the most appropriate features by assigning weights to the information to
ighlight the effectiveness of the features [22]. The method selected 72 static features from 2911 features after applying the feature

selection process to the static features. The method selected 45 dynamic features from 130 dynamic features. In this work, the study
combines the classification model and evaluates different combinations as given in Table 4.

Fig. 2 describes the top ten features obtained from the entire dataset of static and dynamic features using the InfoGain method. To
check the performance of the proposed model, this study used the performance measures Precision, Recall, and F-measure. Table 2
describes the methods used to calculate all values. These measurements were performed by evaluating each classification algorithm
and different combinations of ensemble learning. Figs. 3 and 4 show the effects of dataset shuffling on the F-measure during model
development and the classification results with a single classifier and classification with different ensembles (for the selected static
and dynamic features by the InfoGain method). The values for precision and recall are in the same range due to the dataset used.

Fig. 3 shows the performance metrics of our proposed model for ranked static and dynamic data using single machine learning
algorithms. In contrast, Fig. 4 shows the performance metrics for ranked static and dynamic data using ensemble algorithms. From
Figs. 3 and 4, it can be seen that the ensemble algorithms perform well compared to the single algorithms on the ranked hybrid
data. Among the individual algorithms, Ada Boost (AB) [22] are the best with values of 0.853, 0.886 and 0.849 for precision, recall
and F-measure, respectively. However, performing the ensemble of Random Tree + Random Forest + SVM with SMO as member
classifiers is significantly below all others with 0.863 precision, 0.892 recall and 0.86 F-measure.
9
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Fig. 2. Comparison of static and dynamic information gain features.

Fig. 3. Evaluation results of ranked data using a single machine learning.

4.3. Feature selection experiments using PCA

It is desirable to select a subset of unique features in certain applications rather than finding an assignment that uses all features.
Using a subset of features can reduce computational costs and eliminate noisy features while preserving information using clean
features. The other feature selection algorithms are either very computationally intensive or select a subset of redundant features.
10
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Fig. 4. Evaluation results of ranked data using ensemble learning.

Fig. 5. Evaluation results of ranked data (PCA) Using a single machine learning algorithm.

The study performed feature selection using Principal Component Analysis (PCA). PCA is a dimensionality reduction algorithm
that allows us to identify correlations and patterns in the dataset [25]. Thus, the dataset can be converted to a low-dimensional
dataset by removing these correlations without losing important information. PCA is a mathematical procedure that converts multiple
correlated variables into a few uncorrelated variables known as principal components. This small subset of uncorrelated variables
is much easier to work with to identify and use in analysis than the large set of correlated features.

Figs. 5 and 6 describe the performance results of single classifiers and ensembles on selected static and dynamic data of PCA.
Fig. 5 illustrates that the performance of LR is highest with 0.993 precision, recall, and F-measure.

SVM performance remained lowest at 0.481 precision, 0.231 recall, and 0.312 F-measure, which is not as expected. All other
individual classifiers except SVM performed significantly well on the selected hybrid data. Fig. 6 shows that the ensemble with base
classifiers ‘‘SVM with SMO + logistic regression + simple logistic regression + AdaBoostM1 with SVM base + Adaboosting’’ outperformed
all other ensembles on selected hybrid data by PCA, achieving 0.989 precision, recall, and F-measures. The performance of the
other ensembles is also significant. From Figs. 5 and 6, we can see that both the individual classifiers and the ensemble classifiers
performed much better on the selected data by PCA than on the selected data by information retrieval. Removing redundant features
increased classification accuracy and reduced computational costs.

4.4. Evaluation without feature selection experiments

Fig. 7 shows the performance of all individual classifiers on hybrid data that include both static and dynamic analysis features
(using a single classifier instead of an ensemble). The results show that the performance of Ada Boost (AB) is significantly high among
all other single classifiers. All single algorithms performed well for the hybrid data provided, except for SVM, whose performance
is consistently the lowest across all experiments.

Fig. 7 shows the performance of our proposed approach, a hybrid ensemble analysis explained in Section 3. It includes two
different ensemble machine learning models for static and dynamic feature datasets. The results of all different ensembles are shown
in Fig. 7. They show that the ensemble with SVM with SMO + Logistic regression + Simple Logistic regression + AdaBoostM1 with SVM
base and Ada Boosting outperforms all other ensemble and individual machine learning algorithms by achieving 0.99 precision, recall,
and F values. The precision of the ensemble using SVM with SMO + Logistic regression + AdaBoostM1 with SVM base member’s
algorithms and the ensemble using SVM with SMO + Logistic regression + Random forest-based algorithms is the second-highest
among all other ensembles with 0.997 precision, recall and F-measure.

It is clear from Fig. 7 that the highest performance is obtained when classification is performed using an ensemble with base
classifiers:
11
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Fig. 6. Evaluation results of ranked data (PCA) using Ensemble learning.

Fig. 7. Evaluation results of without feature selection using a single machine learning algorithm.

1. SVM with SMO, Logistic regression, Simple Logistic regression, AdaBoost with SVM base and Adaboosting;
2. SVM with SMO, Logistic regression, AdaBoost with SVM base;
3. SVM with SMO, Logistic regression, and Random forest.

The first ensemble achieved the highest performance in classification over a given hybrid dataset, improved by only 0.3% over
the other two ensembles: SVM with SMO + Logistic regression + AdaBoostM1 with SVM base and SVM with SMO + Logistic regression
+ Random forest. This shows that these ensembles provide similar results in Android ransomware classification and detection.

4.5. Adversarial evasion attacks experimentation

To validate the resilience of the proposed hybrid distinct ensemble model against adversarial evasion attacks, we tried the
ensemble model employing the fabricated inputs. These fabricated inputs (to mimic an adversarial evasion attack) are generated by
minor changes in known Android ransomware feature vectors. We evaluated the performance of the proposed model in mitigating
circumvention attacks by making 1-bit, 10-bit, and 20-bit changes to the input feature vectors of the known ransomware. Most of
the existing machine learning-based Android ransomware detection techniques are vulnerable to adversarial evasion attacks. The bit
change in the input feature vector causes the underlying classification model to be bypassed. To test the proposed model against such
a change in the input feature vector, we randomly selected 100 feature vectors of known ransomware. We changed the permissions
of each vector by one bit. This is because permissions are the most vulnerable feature to encryption or renaming. We tested our
proposed hybrid ensemble analyzer with non-ransomware and the fabricated feature vectors using different ensemble models. The
test results of the different ensemble models ML in terms of Precision, Recall and F-Measure are shown in Table 5. It can be seen that
each ensemble generated 0.98% Precision, Recall, and F-Measure values for one-bit data and tended to misclassify as the number of
input models increased. To further test the model’s resilience, we fabricated the data for randomly selected 100 feature vectors of
Android ransomware. In each feature vector, 10 bits related to permissions are changed. Again, the hybrid unique ensemble model
is tested on these modified feature vectors.

5. Discussion

From Table 6, it can be seen that the ensemble with the member classifier achieved 0.97, 0.98, and 0.99 precision, recall, and
F-measure values for 1, 10, and 20 bit fabricated data, respectively, and these values are the lowest among all. All other models in
12
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Table 5
Evaluation of ensemble learning algorithm without feature selection.

Classifiers Precision Recall F-measure

Ensemble-1 0.97 0.97 0.97
Ensemble-2 0.98 0.99 0.98
Ensemble-3 0.97 0.97 0.97
Ensemble-4 0.98 0.99 0.98
Ensemble-5 0.98 0.99 0.98
Ensemble-6 0.99 0.98 0.98
Ensemble-7 0.99 0.98 0.99

Table 6
Accuracy of model against multiple fabricated inputs.

Input fabrication Precision Recall Fmeasure

1-bit fabricated 0.98 0.99 0.98
10-bit fabricated 0.96 0.96 0.96
20-bit fabricated 0.94 0.93 0.94
30-bit fabricated 0.92 0.90 0.92
40-bit fabricated 0.90 0.88 0.90

the ML ensemble achieved 0.99% precision, recall, and F-measures. The accuracy of the different ensembles for 10-bit fabricated
data can be seen in Table 6, which shows the same trend regarding the performance of the different ensembles.

After evaluating the model for 1-bit and 10-bit fabricated inputs and achieving high accuracy for all ensembles except one, we
test the model with 20-bit fabricated input data. The fabricated input feature vectors are determined using the ransomware feature
vector that has changed twenty random bits (related to the permissions). The bit-alteration in the feature has changed almost the
entire permissions aspect. Based on the extracted permission data, it was found that hardly any ransomware application can require
more than twenty individual permissions. We evaluated our proposed hybrid unique ensemble analysis model using these fabricated
feature vectors. Table 6 shows the obtained test results for different ensembles. From the results of the 20-bit fabrication test, it is
clear that this considerable fabrication of permissions does not affect the performance of the hybrid distinct ensemble model, except
for the one ensemble whose precision and F-Measure are 0.9 and 0.9, respectively, for 40-bit fabrication (the lowest of all).

The results of these three experiments (i.e., 1-bit, 10-bit, 30-bit, and 40-bit altered data) demonstrate that the proposed hybrid
nsemble analysis approach can mitigate adversarial evasion attacks. The proposed approach can detect Android ransomware and
poofed patterns with high accuracy. To the best of our knowledge, our proposed model is the first research work that focuses
n mitigating adversarial evasion attacks through ensemble learning. It analyzes the behaviour of Android ransomware samples to
etect their malicious nature, which is different from other Android malware. No recent study shares permissions, text, network-
ased features, system call logs, CPU usage, and memory usage and uses ensemble learning to distinguish Android ransomware
rom other Android malware. Moreover, our results validate our conclusion by excellently training the ensemble analyzer to classify
ndroid ransomware and mitigate adversarial evasion attacks.

. Conclusion and future work

In this paper, a machine learning based ensemble approach has been presented that considers various application features to
etect ransomware. The static and dynamic ensemble learners consist of an odd number of classifiers such as C4.5, Random Forest,
Rip, Logistic Regression, SVM, and AdaBoost. The ensemble model is trained offline and tested online to analyze the dynamic
ehavior. The meta-classifier based on majority voting made the final prediction. The study has shown that permissions and system
all logs are the two most important features for detecting and classifying Android ransomware and non-ransomware.

We also investigate the ability of the proposed model to mitigate adversarial evasion attacks by testing it with fake inputs
n the experiments. The results support our decisions regarding training ensemble analyzers for both ransomware detection and
itigation of evasion attacks, as we obtain good results. The proposed distinct ensemble analyzer mechanism shows promising

esults by achieving high precision, recall, and F-measure in Android ransomware detection. The proposed model proves to be a
esilient model against adversarial evasion attacks by achieving good accuracy on the provided 1-bit, 10-bit, 20-bit, 30-bit and 40-bit
abricated inputs.

The future research problem should address the characteristics of malicious ransomware instances, effective attacks, cost-effective
nd robust feature extraction, malicious feature estimation, metrics to validate the performance of malicious defense, and designed
ountermeasures for ransomware defense. We also plan to analyze sequential events and their impact on attacker samples in the
uture.
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