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Abstract: Barking is a form of vocal communication made by dogs. Each type of bark made by
dogs has a distinct context. The classification of dog bark pattern will aid in the understanding of
barking action. In this study, a machine learning algorithm is used to analyze the pattern of barking
from two different dog species: Rajapalayam Hound and Kombai Hound. The objective is to find
the context of the dog barking pattern based on various real-time scenarios, including whether the
dogs are alone, looking at strangers, or showing an eagerness to fight. The barks of the dogs were
recorded inside the house under different scenarios, such as while identifying the owner or strangers.
Machine learning algorithms, such as the reinforcement learning method, were used in predicting
and classifying the dog sounds. Q-learning is a reinforcement learning that will generate the next best
action for the given state. It is a model-free learning used to find the best course of dog action for the
given current state of the dog. The Q-learning algorithm had been used in improving the prediction
of dog sounds by updating the values of learning, where the values with the highest reward were
taken into consideration. In total, 6171 barks were collected from the dogs chosen for study, and the
proposed approach achieved a correct prediction accuracy of 85.19% of the dog sounds.

Keywords: classification; dog sounds; prediction; Q-learning; reinforcement learning

1. Introduction

Dogs are a sophisticated species that make different sounds based on the given situ-
ation. Their features include sensory capabilities and physical activities such as barking,
hunting, guarding, etc. Dog sounds are a way of communication, transferring information
to other dogs and human beings [1–3]. These dog sounds are often indicative of their
response and are associated with the behaviors of the dogs. Based on a dog’s behavior,
there are variations in their barking pattern, which can easily be identified, usually by the
owners. Dog bark sounds have different contexts and are a sign of behaviors such as play,
alarm, excitement, fear, etc. [4–6].
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The acoustic features of dog barks remain unexplored. There are acoustic patterns
in the dog barking information found during analysis of the signal [7–9]. Based on the
analysis, humans can classify dog barking pattern information in relation to the context in
which the sounds are made. Humans are able to train dogs based on the sound making
pattern [10,11]. Barking sound patterns need to be analyzed through the machine learning
approach, because currently humans and dog owners can only classify dog barks relating
to certain situations, such as stranger’s entry, fear, play, etc. In contrast, other dog sound
features remain unexplored.

The acoustic properties of dog barks have to be analyzed and then trained in order
to identify the sound making context [12,13]. Studies have been carried out in the past
regarding such things as acoustic pattern analysis, sound-making context, and sound
structure. Spectrogram analyses of dog bark acoustics have been made based on different
contexts [14]. Dog sounds can be analyzed through feature extraction of the sounds
produced in different contexts. These features include sound frequency, voice cycles,
loudness, energy, etc. Machine learning approaches such as classification trees and k-
nearest neighbors are used to classify the dog’s age, sex, and the context of the sound
made [15,16]. Classification of dog sounds through machine learning is required because
dogs exhibit sounds in different contexts, which humans can only identify up to certain
limits [17,18]. Situations such as dog sounds in noisy environments, dog sounds in crowds,
and intraspecific communication of dogs cannot currently be classified by humans.

Dogs produce acoustic communication in the frequency range of 1000–2000 Hz. There
are varying levels of frequency in dog sounds based on aggression. A dog makes sound in
various situations and sometimes without any intention, but only for communicating with
other dogs. The identification of dog barks by humans has previously been based on the
barking parameters, such as tone, pitch, and intervals between the barks [19]. Dog barking
made at a specific pitch helps to identify dog behavior, e.g., barks made at low pitch as
the result of aggressiveness and high-pitched barks due to the exhibition of fear [20]. Dog
barks at a higher pitch and with long intervals have been identified as the expression of
excitement and play. Analysis of the dog vocalizations through visual categorization helps
in understanding dog behavior [21–23]. Variations in dog bark based on its visual detections
have been analyzed, where a dog makes different barks for different colors detected. Dogs
make responses to their owner based on their instructions. Playback experiments have
been conducted to identify the response of the dogs to their owners, where dogs made
subsequent responses to the owner’s instructions [24–27].

Dog barks have been analyzed using different techniques, such as machine learning
algorithms for determining the specific contexts of dog barks. Analysis has been conducted
based on dog acoustic features for the classification of different barks [28–30]. Dog barks
from different breeds have been analyzed and differentiated on the basis of acoustic mea-
sures. Dog barks have acoustic measures such as the tone of the barks, the length of the
barks, and the intervals between the barks [31].

Many research works have focused on the machine learning approach to explore the
context of dog sounds. Machine learning models have the ability to learn and improve
from experiences [32]. The classification and prediction of complex information has been
achieved efficiently using machine learning techniques [33]. Deep learning has upgraded
the learning architecture of machine learning [34]. Machine learning techniques have been
used in designing an automated system [35]. Reinforcement learning is an area of machine
learning used in various scenarios to identify possible behavior in a given situation.

Reinforcement learning creates a policy for the given action–value function based
on the behavior observed. In the training process, regularization has an important role
in adjusting the hyperparameters, such as environment, for analyzing different scenar-
ios [36]. For improving the generalizability of the learning method, efficient regularization
needs to be designed. Regularization is required in complex environments to overcome
problems such as overfitting during the training phase [37–39]. In the proposed work, the
environment is simple, comprising dog and owner; hence, there will be lower complexity.
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The machine learning approach can be used in identifying dog characteristics based
on analyzing dog acoustic features. This can be attained by analyzing the numerous sounds
of the dog in different situations. Furthermore, machine learning approaches have been
used to classify sounds from other animals, such as elephants, dolphins, birds, etc. [40].

Dogs make sounds for conveying information, and they are of a certain pattern. Dogs
have a pattern of barking relating to a specific situation, such as stranger detection, walking,
playing, etc. [41]. In this study, two dog types from the southern part Tamil Nadu have been
selected for the analysis of dog barking pattern and sound analysis; prediction analysis and
classification of dog barks on the Rajapalayam and Kombai Hound dog types have been
carried out. Training on barking pattern was given to the dogs for detecting the presence
of a known person or a stranger to the house. The results of machine learning approach
analysis showed that the barking of the dog carried context information features relating to
the identification of known and unknown persons in an effective way.

Acoustic analysis through machine learning is required to explore the data from the
barking sounds, and the context can then be closely identified. This article focuses on the
analysis of dog sound patterns to predict the context of the sound produced and train the
dogs specifically to the contexts. The sounds of dog barking during different scenarios
were analyzed. Analysis of dog barking pattern was performed in order to extract the
features and context information of dog barks. On extracting these features, the dog
barking was trained with the machine learning algorithm to propose an automated system
for movement detection.

The overall structure of the paper is organized as follows: data collection and analysis
are detailed in Section 2. In Section 3, the architecture and methodology of the dog sound
classification with the learning algorithm is explained. The results of the proposed work
are discussed in Section 4. Section 5 concludes the work.

2. Data Collection and Analysis

Two breeds of dog, Rajapalayam and Kombai, with distinctive differences, were
chosen, and their bark sounds were recorded under various situations, as well as at separate
houses, to form a dataset for machine learning use. Rajapalayam Hounds, also known as
Poligar Hounds, are very intelligent and highly aggressive towards strangers. Kombai
Hounds, often used as guard dogs, are intelligent, alert, and adaptive to different conditions.
The two dog species were placed in separate environments and houses for analyzing their
behavior in different situations. Eight dogs (4 male and 4 female) from each species were
chosen for the study. Dogs from the age group of 1–10 years with different owners were
taken for sound analysis.

2.1. Data Collection

In order to accurately determine the context of the dog sounds, behavioral analysis of
the recorded data was performed. The two breeds of dog were situated at different houses,
and sound recorders were placed on the house walls at a height of 2 m above the ground.
The dogs were subjected to different scenarios, such as being subjected to friendly behavior,
being alone, sensing strangers, etc., and their reactive barking sounds were recorded. These
recorded data formed datasets to be used by the machine learning algorithm.

2.2. Sound Recorded Situations

The variations in dog barking sounds are due to the behavioral reactions of the dog
when it is faced with diverse situations. These sounds are different in frequency, loudness,
and pattern, and are directly linked to the behavior of the dog, such as whenever it sees its
owner, senses a stranger, or gets into a fight with another animal, etc. The following are
the situations that were simulated by the authors to provoke the behavioral reactions of
the dog.
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2.2.1. Behavior Reaction: Sensing a Stranger

In the absence of the owner, a stranger entered the house through an entry path. Dog
sounds of 3–5 min was recorded.

2.2.2. Behavior Reaction: Getting into a Fight

This situation was recorded when the owner instructed the dog to fight and attack an
unknown person. In this situation, the dog tried to bite, and it barked aggressively. It made
sounds continuously for up to 3–4 min. These actions varied based on the age group of the
dogs; older dogs were more aggressive compared to younger dogs, which made sounds
unevenly and were less aggressive.

2.2.3. Behavior Reaction: Being Alone

The dog was left alone in the house for a duration of 1 h. Its movement and its sounds
were recorded for 5–7 min.

2.2.4. Behavior Reaction: In Friendly Play

During the play situations, the owner played with the dog with a ball for 20 min. Its
activities were observed, and barking sounds of nearly 5 min were recorded.

2.2.5. Behavior Reaction: During a Walk

The owner was made to walk around the house with the dog. The dog observed its
surroundings during this situation and made sounds rarely, such that 7–8 min of sounds
were recorded.

2.3. Recording Vocalization and Observation

The dog’s vocalization recordings were made by positioning the dog in the house and
exposing it to the different scenarios. A H4N handy recorder was used for recording the
sounds of the dogs. For the scenarios of dog sounds during play, walking, and stranger
running, recordings were made in an open environment.

A total of 6171 bark sounds were recorded from 16 different, individual dogs, from
the breeds of Rajapalayam and Kombai Hound. Each of the barks contained a continuous
3–4 barks, from which individual barks were manually separated and extracted. A total
of 5200 barking sounds were taken for analysis, which includes 325 barking sounds from
each dog based on age range and species using a systematic sampling procedure. Sounds
were recorded from young dogs of age 1–3 years and older dogs of 6–10 years. The Dog’s
behavior and its barking sounds in different situations, which included playing, walking,
stranger’s presence, and owner presence, were recorded.

There were significant variations in the dog sounds when an unknown person ap-
proached the dogs. The dogs were aggressive when the unknown person approaching
distance was less than 3 m, and they were comparatively less aggressive when the distance
increased. The recordings were made manually and in real-time using a microphone con-
nected to H4N handy recorder. The microphone was positioned at a distance of 3–5 m
while recording the dog sounds. Recordings were collected by placing the dog inside the
house, making the dog roam in the grounds, and placing it alone. Table 1 consists of dog
sounds recorded in different contexts.
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Table 1. Dataset of dog sounds with different contexts.

Dog Type Gender Age
(in Years) Alone Fight Play Stranger

Walking
Stranger
Running Total

Rajapalayam
Hound

Female 1 48 90 58 80 59 325
Female 6 40 88 55 87 55 325
Male 2 35 90 70 80 50 325
Male 8 42 91 57 95 40 325

Kombai
Hound

Female 2 47 87 52 90 49 325
Female 9 45 85 48 87 60 325
Male 2 41 87 55 85 57 325
Male 10 40 90 58 94 43 325

2.4. Sound Parameters

There were 29 sound parameters extracted from one particular dog bark sound, includ-
ing energy, loudness, energy difference, density difference, pitch maximum and minimum,
number of voice cycles, and measurements of tonality. These considered parameters de-
scribed the quality of sound obtained, which changed considerably over time. For example,
voice cycles are the unit movements of the vocal folds, which detail the air being exhaled
during the production of the sound. Tonality and harmonics-to-noise ratio give the tonal
frequency components over the noise caused by the irregular movements of the vocal
folds [42–44]. There were variations in the dog sounds based on different contexts. Figure 1
shows the variations in the sounds produced by the dogs through spectrogram analysis.
In a similar manner, other dog sounds were considered for analysis. From the sounds
recorded, 5200 files of individual sounds were analyzed, and the sounds were classified
into different scenarios.

3. Approach and Analysis: Architecture and Methodology

The proposed approach was defined through the architecture of sound analysis by
placing the dog in the house environment and in different scenarios. The pattern of the dog
barking sound, along with its sound features, were then analyzed in order to determine the
context of bark sound.

3.1. Architecture of Sound Analysis

The proposed architecture consists of the processes involved in the recording of
the dog barks inside the house and in the open environment under different scenarios.
The recorded sound was classified, and predictions were made using learning algorithm
capability (Appendix A). The classification and prediction processes of the dog barking
sound are presented in Figure 2.

3.2. Multivariate Analysis

To further break down the composition and categorization of dog barking sounds,
this paper used multivariate analysis methods as well as ANOVA. Deterministic function
variables were used to determine the difference in the context of dog sounds in different
scenarios. There were several variables used in categorizing the sounds, such as energy,
loudness, energy difference, density difference, pitch maximum and minimum, number of
voice cycles, and measurements of tonality. These were used to determine the combination
of different dog sounds based on the variables, and different bark sounds were separated.
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3.3. Methodology: Machine Learning-Based Approach

The methodology for analyzing the sound contexts was composed through the feature
extraction of the sound elements. After the feature extraction, sound classification was car-
ried out based on the context of the dog sound. In the proposed methodology, classification
of the dog sounds was based on the feature extraction and contextual information. Both
the dog species were placed in similar situations; for most of the situations encountered,
Rajapalayam Hound and Kombai Hound made sounds with an identical pattern.

Huge differences in the barking sound were noticed in two extreme conditions—when
an owner or stranger enters the testing compound, and also when the dog is sitting alone
all by itself at the house, or is in an open environment, away from the house. The acoustic
features of the dog sounds were analyzed and annotated in order to identify the behavior of
the dog. Through the proposed method, the pattern of the dog sounds due to environmental
changes could be determined by the humans in the houses. Figure 3 depicts the proposed
methodology for recording and analyzing the different barks of the dog. The recorded
dog barking sound was framed to identify the barking, because a single recorded sound
contains a series of barking sounds.
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Sound acquisition involves acquiring the dog sounds by positioning the microphone.
The acquired sounds in different scenarios were analyzed in order to identify patterns in
the dog barking. Framing is important and allows the algorithm to extract the unique
features from the frames of the sounds. Therefore, framing segments the signals into several
frames, and this is very important considering that the signals are not static and change
rapidly. Fast Fourier transform was used to separate the barks based on their sequence. The
sequence of dog barks recorded was used in order to understand the complete meaning or
the reason for the bark made by the dogs. Mel-Frequency Cepstral Coefficients (MFCCs)
were used for the determination of the spectrum of sounds exhibited, which were similar
to the human auditory responses [45,46].

MFCCs were used for distinguishing between dog barks based on the frequency
levels at which they had been made. Based on the MFCC coefficients obtained, sound
classification of the dog was made to identify the barking pattern. Sound patterns observed
during different scenarios were taken into considerations. By using spectrogram analysis,
variation in the dog sounds identified and sound patterns were identified.

3.3.1. Classification

Classification of the dog sounds was carried out using the barking pattern. The
barking pattern information observed for the different scenarios was used to classify the
different types of dog sound. Figure 4 represents the reinforcement learning method for
the prediction of the dog sounds. It comprises Environment and Agent.
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3.3.2. Environment

Regarding environment, dog sounds were acquired, and their features were analyzed
in order to learn the features of different types of dog sounds. Environment comprises
input sound, learning layers, label, and rewards.

3.3.3. Input Sound

The input sound is the dog sound acquired for analyzing the features associated
with it.

3.3.4. Feature Learning Layers

From the input sound acquired, sound features were extracted, and its features were
analyzed for classification and predictions. Learning algorithms from reinforcement ma-
chine learning techniques were used for learning the features of the sound acquired.

3.3.5. Label

Predicted sounds were labelled for training and future predictions. Every sound was
labelled to determine the reward for the prediction of the sound and to train the system.

3.3.6. Reward

The reward for every sound acquired and predicted was based on correct and incorrect
predictions. The sounds with the highest reward were considered as accurate predictions
with the use of learning layers.

3.3.7. Agents

Agents were trained on different dog sounds with their corresponding sound actions.
Using the sound features extracted, prediction policy was used for determining the sound
patterns of the dogs. The prediction policy process is to determine the sounds scenario
acquired to make predictions. It also includes past predictions and information from the
learning layer of the sounds trained. With this technique, predictions were achieved in an
efficient manner, and further changes in the sounds of the dog learning were updated for
the improved performance.

3.4. Learning Algorithm for Sound Classification

In the sound classification process, the pattern of dog barking sound identification was
made based on the labelling information from the sound recorded. Acoustic features were
taken into consideration for classifying context-based dog sounds. A model was designed
to identify the context of the dog barking sound by utilizing the extracted features. A
classification method was applied for learning the models from the data. These models
were used for the prediction of dog behavior based on the acoustic features from the
individual contexts.
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In the sound classification problem, feature vector x ε Rn and its components, x1 . . .
xn, are called predictor variables, and there is a class variable C taking values on (0,1). The
objective is to construct classifier models from the training data consisting of a set of ‘n’
observations, Dn = ((x1, C1), (x2, C2).. . . . (xn, Cn)), from the probability distribution p(x,
C). The sound classification model used to assign labels to different instances, x(n + 1), is
characterized by the predictor variables.

The integrity of the model for sound prediction and classification depends on the data
values of True Positives (TP), True Negatives (TN), False Positives (FP), and False Negatives
(FN). The error rate can be defined as (FN + FP)/N, and the accuracy as (TP + TN)/N. N is
the total number of instances of TP, FP, TN, and FN.

Table 2 represents the dog sounds recorded and their prediction accuracy. The to-
tal number of instances taken for the accuracy prediction is 800. The differences in the
predictions and error rate will be improved using the proposed approach.

Table 2. Prediction accuracy of dog sounds.

Predictions Rajapalyam Dog % Kombai Dog %

True Positive 345 86.25 336 84
False Positive 15 3.75 21 5.2
True Negative 30 7.5 27 6.8
False Negative 10 2.5 16 4

The Q-learning algorithm is the descriptive form of reinforcement learning algorithms.
Q-learning can learn an efficient technique, even without an operating prototype, by
adjusting the reward and action of a state called the Q function. It will find the next best
action for the given current state and aims to choose the action at random and maximizes
the reward. Q-learning was used in the sound predictions because of its computational
efficiency in learning. It is a learning algorithm that will return the highest Q value for each
state, resulting in a search for optimal actions. The action value of the function [43] can be
written as:

Qt+1 (st, yt) = Qt (st,yt )+ ∝t [r t + 1 + β ×max a ∈ A Qt (s t + 1,y) − Qt (st,yt)] (1)

The above equation represents the Temporal Difference (TD) update, which was
applied every time a sound was detected in the environment. This updating was used in
the best possible prediction of the sounds acquired.

The algorithm A1- learning algorithm describes the learning method of the proposed
approach, with the different states and their actions. Q (s, a) is the expected value of doing
a in state s, following the optimal policy. The Q-table is initialized, and an action is chosen
for analysis. For each action, a reward is returned to determine the action. The Q-table is
updated with the learning function for different actions.

The k-nearest neighbor classifier was used in the prediction of the sounds of the dog
based on the given instance. It determines the sounds labelled ‘x’ for the most frequent
sounds found in the ‘k’ instances. The Euclidean distance algorithm was used in the
estimation of the nearest neighbors for the continuous variable ‘x’. The prediction process
was conducted by using the labels of the k-nearest neighbor in the sounds. For the model
design, the wrapper selection method was used in the feature selection process in classifying
the sounds. It is useful for making the automatic selection of data that are most relevant to
the model design predicted. The Euclidean distance algorithm between two points was
calculated using Equation (2):

d(x, y) =
n

∑
i=1

√(
x2

i − y2
i
)

(2)
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In the training process, the environment for the dog behavior was set up, such as the
dog being placed inside the house with the owner. The observation of the agent (dog)
was then recorded to analyze its behavior. Based on the instructions from the owner and
environment, dogs perform an action, exhibiting their behavior. On observing the action of
the dogs, rewards were mapped to define a policy.

3.4.1. Training

During the training process, the dog sound was used as input, sound features were
extracted, and labels of the sound were loaded. Feature extraction and behavior prediction
were achieved using the K-NN algorithm. The training dataset was used in training the
machine for prediction with the use of the learning algorithm. The training was then carried
out by presenting different scenarios of dog sounds. Changes in the patterns of barking
information of the dogs were validated for improved performance predictions. Predictions
were made based on the dog sound features, and the machine learning process was trained.
The training process is described in Figure 5.
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For the performance verification of the model formed, a test input was given to
predict the dog sounds. During the training process, it was observed that increasing the
training iterations affected the overall prediction and classification accuracy. However,
the validation accuracy remained unchanged, even after the 100th epoch, hence it was
concluded that the network was overtraining.

3.4.2. Testing

The testing process comprises input test sound, feature extraction, learning model,
and the end result of sound classification, as described in Figure 6. The dog sound was
given as the input, and the input sound underwent feature extraction. Based on the features
of the sounds, predictions were determined with the model formed using the learning
algorithm, which determined the type of sound received as the input. Hence, dog sounds
were classified based on the type of input sound given.
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In the testing process, the proposed model was expected to classify the given sound
file. A confusion matrix was used to evaluate the classification model’s performance. The
confusion matrix describes the classification errors based on the sound predictions. In the
matrix representation, diagonal entries correspond to correct classifications, while other
entries are incorrect classifications.

Out of a total of 43 dogs taken for testing, the proposed model was able to correctly
identify 39 dog sounds. Based on the increased amount of training and its sound features,
the sound classification accuracy was high. The process was repeated with the same datasets
for training and testing to compare different hyperparameters. The hyperparameters
included actor learning rate, exploration, and environment.

Sound samples trained for more than 100 epochs did not process valid results of
prediction. Table 3 consists of training dog sounds during different scenarios, and training
values were updated based on the new states encountered. Updating the values was
performed through training in order to achieve the prediction of dog sounds.

Table 3. Q–learning during different states of training.

States
Actions

Stranger
Walking

Stranger
Running Ball Owner Alone

0 0 0 0 0 0

25 0 0 0 0 0

50 0 0 0 0 0

75 0 0 0 0 0

100 0 0 0 0 0

Training

0 13 12 8 14 10

25 17 18 13 18 12

50 21 18 17 24 13

75 27 19 18 25 15

100 34 21 19 28 16

The values in Table 3 were updated based on the training samples presented. Based on
the dog sound patterns, the values in the tables were updated for the predictions. This is a
learning process, and for each state its corresponding values are updated for classification.

4. Different Scenario and Observation: A Real Time Case Study

A case study was carried out relating to the barking of Rajapalayam and Kombai dog
types. These dogs are used both as pet animals and as hunters. Kombai dogs have high
hunting skills compared to Rajapalayam dogs, and both were found in the Theni District,
Tamil Nadu. The sounds of these two dog species were considered for the case study to
understand the pattern classification and to predict barking patterns based on context. The
dogs were trained by their owners to exactly make a sound during different scenarios.
Recorded barking sounds under a variety of scenarios were analyzed to determine the
prediction level.

4.1. Different Scenario and Observation

The dogs were placed in separated houses, together with their owners. Recordings
of the sounds were collected for a period of 5 days continuously and were subsequently
analyzed. Different scenarios were considered for this case study, and they were as follows:
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(1) Dog barking while a stranger walked in;
(2) Dog barking while a stranger was running;
(3) Dog playing with a ball;
(4) Dog playing with the owner;
(5) When the dog was alone.

4.1.1. Dog Barking While Stranger Walked in

During this situation, the dogs made repeated barks when they detected strangers
walking in the darkness of the night. Both the dogs stayed alert and detected most of the
people during this scenario. Sounds made by the dogs were loud and repetitive.

Table A1 represents the sounds recorded during the Stranger Walking into the House
scenario. The dogs detected the stranger’s presence in most cases. Adult dogs were able to
identify the strangers efficiently. Irrespective of the stranger’s appearance, dogs detected
the strangers accurately. Hence, these dogs were efficient in detecting the strangers.

The prediction accuracy of the dog sounds during the Strangers Walking scenario is
relatively high, with less error rate and false detections. Both dogs were presented with a
similar scenario, and their results are presented in Figure 7a.
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4.1.2. Dog Barking While Stranger Is Running

The second scenario was about the barking of the dog when it detected strangers
running. The dogs barked repeatedly and at higher frequency levels when detecting a
stranger running. Both dog species, while detecting the strangers running, made barking
sounds of high frequency continuously. The sounds of the dogs are presented in Table A2
and had an identical pattern, with not much variation in barking.

The dog sounds were repetitive and loud during this scenario. The dog’s physical
behavior was to try and run in the direction of the stranger running. Both dog species made
the barking sound continuously. The prediction of dog sounds during the stranger running
was analyzed, and predictions were made correctly in a higher number of situations.
Figure 7b represents the prediction results of the dog sounds, and it shows that there were
very few false detections.

4.1.3. Dog Playing with a Ball

Dogs playing with balls in the absence of the owner were recorded for pattern classifi-
cation. During this situation, dogs played calmly with the balls by running around without
any variation in the frequency of the barking; these are shown below in Table A3. Barks
made by the dogs in the above scenario were smaller.

Dog sounds were repetitive and loud during this scenario. Both dog species made the
barking sound continuously. Dog sound prediction during the play scenario with the ball
was comparatively low compared to the other scenarios, because the dog did not make
much sound during this scenario. Sounds made by the dogs were at rare instances and of
low frequency. Figure 7c represents the prediction results of the dog sounds during the
Play with Ball scenario.

4.1.4. Dog Playing with the Owner

Dog barks were recorded while they were playing with their owners and are described
in Table A4. The dogs played with their owners, producing barks of the same frequency
level for the entire barking sound. During the play scenario, dogs got excited, and there
was not much barking made by the dog as they revolved around their owner.

Dogs were playing with excitement in reaction to their owner, and most of the time
they were roaming with their owners. They did not make any sound, their behavior was
soft, and they followed the owner’s instructions.

Figure 7d comprises the results of the dog sound predictions while the dog was
playing with the owner. Both dog species sounds were predicted with a high accuracy
during this scenario. False predictions were found due to the varied excitement levels of
dogs when playing with the owner.

4.1.5. Dog When Alone

During the scenario of dogs being alone, they remained calm and did not bark unless
they found any changes in the room. In this scenario, both dog species remained idle for
most of the time.

Dogs made barks on rare situations when they found any change in the surroundings.
They remained idle and roamed about, or slept. Table A5 shows the different barks made
by the dogs identified by the owners of their house when the dog was alone. Variations in
the bark classification were due to the dogs training in barking being inadequate.

Figure 7e represents the prediction results of dog sounds when the dog was alone in
the house. Dogs only made sounds in rare cases, which were predicted, and there were
moderate false rates due to sudden and uneven barking pattern information
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5. Result and Discussion

Predictions of dog sounds were made on the basis of context for the Rajapalayam and
Kombai dogs. The classification and prediction of the dog sounds using the Q-learning
algorithm and k-nearest neighbor produced improved results compared to the existing
methods. This method consists of predictor variables such as energy, loudness, band density,
energy diff, density diff, pitch min, pitch max, and pitch slope for the determination of dog
contexts and sex factors. The prediction levels of the dogs during different scenarios were
analyzed. The prediction accuracies for the dogs using the k-nearest neighbor model were
92% in female dogs and 85.7% in male dogs. Table 4 shows the prediction results of dog
sounds based on the proposed approach.

Table 4. Overall prediction level.

Scenario
Prediction (%)

Rajapalayam Dog Kombai Dog

Stranger Walk 87.00 88.42
Stranger Run 87.85 85.98
Play with Ball 81.53 82.08

Play with Owner 83.95 85.52
Alone 83.63 85.96

The confusion matrix describes the performance of the predicted sound when it is
given as an input. Correct and incorrect values are presented in the confusion matrix, which
summarizes the prediction results of the dog sounds. Two different dog species were taken
for the study of sounds in five different scenarios. These predictions have improved results,
because the machine learning features were updated based on changes in the environment.
The confusion matrix of dog sound prediction is shown in Table 5.

Table 5. Confusion matrix of the dog sounds predicted.

Predicted
Actual Actual

Sounds
Stranger

Walk
Stranger

Run
Play with

Ball
Play with

Owner Alone
Prediction

(%)

Stranger Walk 200 171 21 3 0 0 97.50
Stranger Run 220 20 186 8 0 0 97.27
Play with Ball 140 0 9 108 15 0 94.28

Play with Owner 160 0 4 23 130 0 98.12
Alone 120 0 0 10 7 95 93.33

The prediction analysis made of the sounds of the two dog species chosen for study
and the results are presented in Table 4. The proposed approach classifies the dog sounds
in relation to the sound produced by individuals based on the context in which it was made.
The prediction level varies because the clarity of the dog sounds depends on the surround-
ing environment. The proposed approach also helps us to explore the characteristics of the
dog sounds.

A comparison was made to analyze the predictions of the dog sounds based on the
training given to the dogs in the different contexts. Results are described in Figure 8, which
clearly shows the improved performance in the dog sounds through training based on
different contexts. The machine learning approach has helped to classify different types of
sound, and with further training improved performance was achieved.
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6. Conclusions

The approach used has shown improved performance in predicting dog sounds
in various contexts. The reinforcement learning method was used for predicting and
classifying the characteristics of dog sounds during various scenarios. An 85.19% prediction
accuracy was achieved based on the training sounds of the two dog species, Rajapalayam
and Kombai Hounds. The classification and predictions were made on the basis of the
sounds recorded in different surroundings. The proposed prediction approach was efficient,
and it could be implemented in other types of dogs to investigate its performance in the
overall prediction of dog sounds. The Q-learning algorithm with k-nearest neighbor learns
each state of action the dogs perform during particular scenarios. The proposed algorithm
outputs an accurate prediction by estimating the optimal Q-function with high probability
using the number of observations. Hence, dog sounds have contextual information that can
be trained and predicted through machine learning approaches. The limitations of the work
include the lack of analysis of the behavior of the dogs during different scenarios, such
as different environments, climate factors, etc., which still need to be analyzed. Different
breeds of dog could be chosen for study to identify the nature of their behavior.
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Appendix A

Algorithm A1: Learning Algorithm

Input: Initial state s, Action set a, update sound k, learning rate ∝, discount factor β

Notations: t—time interval between sounds, yt—action in time for the specific sounds, st—state
of time for the dog sound, rt—reward for the state, A—Sample set for Q updating, λ—to
determine update functioning of Q
initiate i = 0, t = 0, Q0(s0, a0) = 0
for time interval t between sounds do
yt← action selection (y, Qt(st, yt))
rt← get reward ( st, yt)
Qt+1(st, yt) ← Qt(st, yt)+ ∝t [rt+1 + β×maxa∈AQt(st+1, y)−Qt(st, yt)]
// Updating function
A← A∪ (st, yt, rt) // Adding a new sample
if i=k
then
for nK
do (s, y, r) = getsample(A)
end for
i← 0
end if
t← t + 1
end for

Appendix B

Table A1. Dog Sounds Recorded While the Stranger is Walking.

Dog Type Gender Age
(in Years) Day 1 Day 2 Day 3 Day 4 Day 5

Rajapalayam
Hound

Female 1 3 2 0 1 2
Female 6 18 10 22 13 26
Male 2 2 5 7 6 1
Male 8 22 17 14 18 21

Kombai
Hound

Female 2 4 1 0 0 2
Female 9 8 21 13 5 10
Male 2 0 0 1 2 1
Male 10 15 19 16 11 8

Table A2. Dog Sounds Recorded When the is Stranger Running.

Dog Type Gender Age
(in Years) Day 1 Day 2 Day 3 Day 4 Day 5

Rajapalayam
Hound

Female 1 2 2 1 3 2
Female 6 19 14 17 8 11
Male 2 4 0 0 2 1
Male 8 25 22 12 19 23

Kombai
Hound

Female 2 3 1 2 4 3
Female 9 17 21 13 19 10
Male 2 1 3 1 4 3
Male 10 23 17 14 21 18
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Table A3. Dog Sounds Recorded While Playing with a Ball.

Dog Type Gender Age
(in Years) Day 1 Day 2 Day 3 Day 4 Day 5

Rajapalayam
Hound

Female 1 4 4 1 3 2
Female 6 8 7 10 11 9
Male 2 2 0 3 1 1
Male 8 12 4 16 13 10

Kombai
Hound

Female 2 6 5 5 2 2
Female 9 8 10 17 5 9
Male 2 5 7 4 3 3
Male 10 10 8 13 9 7

Table A4. Dog Sounds Recorded When Playing with Owner.

Dog Type Gender Age
(in Years) Day 1 Day 2 Day 3 Day 4 Day 5

Rajapalayam
Hound

Female 1 11 4 8 14 9
Female 6 8 13 0 8 11
Male 2 7 11 9 8 6
Male 8 5 9 6 0 8

Kombai
Hound

Female 2 4 1 3 5 7
Female 9 13 0 11 6 8
Male 2 6 8 11 9 7
Male 10 9 13 7 7 11

Table A5. Dog Sounds Recorded When Dog is Alone.

Dog Type Gender Age
(in Years) Day 1 Day 2 Day 3 Day 4 Day 5

Rajapalayam
Hound

Female 1 2 2 1 3 1
Female 6 15 13 17 10 9
Male 2 2 0 0 1 0
Male 8 13 19 17 10 12

Kombai
Hound

Female 2 3 0 1 0 1
Female 9 15 18 13 14 11
Male 2 1 2 0 2 1
Male 10 11 19 16 9 12
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