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ABSTRACT Erasable-itemset mining is a valuable method of pattern extraction for helping the manager
of a factory analyze production planning. The erasable itemsets derived can be considered important
production information regarding how to plan the production of a factory during an economic depression or
financial shortage for the manager. After the erasable-itemset mining was proposed in 2009, several efficient
mining approaches for finding erasable itemsets have been developed. However, these methods require a
considerable amount of execution time when the amount of product data is large. Especially, manufacturing
small amounts of versatile products has been a trend today, and it will generate a large product database.
This paper adopts a bitmap representation for itemsets in an erasable-itemset mining algorithm to speed up
the execution. Unlike the traditional bitmap meaning for frequent itemsets, a bitmap for erasable-itemset
mining here denotes the relationship that a product includes at least one material (item) in a specified
itemset. Using the bitmap representation can easily find the desired products to check, thus decreasing the
scans of a database. Experimental evaluation on synthesized and real datasets was used to compare the
proposed approach with the other two under different parameter values. The experimental results show that
the proposed approach can make a good trade-off between execution time and memory usage.

INDEX TERMS Data mining, erasable itemset mining, bitmap representation, product database.

I. INTRODUCTION
Along with the increase of huge amounts of data, using
effective methods to store and manage them is becoming
remarkably critical. Powerful technology is thus developed
to facilitate data processing and demands in large databases.
Consequently, finding out useful implicit information to
provide for decision-makers has been one of the most impor-
tant tasks. Recently, the study of data mining is very popular
because it can discover useful knowledge from large data
sets in particular applications. For example, the relation-
ship among product associations in a retail market can help
managers make good promotion strategies. Many mining
approaches based on the principle of downward-closure
have thus been proposed for finding frequent itemsets and
association rules [1], [2]. Besides, Han et al. proposed a
tree-structure mining approach called FP-tree [12] to reduce
database scans. Several extended mining problems, such as
classification association rule [26], sequential patterns [15],
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utility mining [5], [24], [25], [29], temporal mining [3],
fuzzy utility mining [6], [18], [28], erasable-itemset
mining [8]–[10], [16], [22], [27], [30] among others were also
proposed.

Erasable-itemset mining, first presented by Deng et al. [8]
in 2009, aims to handle and analyze the production planning
in a factory. Assume a variety of goods are produced by a
factory, each of which uses some kinds of materials to make
it. The factory thus needs to purchase all sorts of materials to
satisfy the production goal, which will bring in the revenue
by products sold. While the factory encounters a financial
shortage, not all the materials could be bought, and therefore
some products cannot be manufactured. It follows that the
revenue of the factory may drop, or the factory may be forced
to shut down.

Although the erasable-itemset mining problem was ini-
tially designed for factory manufacture, it may be easily
extended to solving similar problems in other domains.
For example, we may convert the erasable-itemset mining
problem to a personal job allocation problem. Each job needs
some persons with different kinds of expertise to finish and
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has its profit. We can analyze the acceptable personnel com-
binations without affecting the gain much. Similarly, we can
also use the erasable-itemset mining problem to decide the
provision of some systems or services composed of some
modules. Therefore, the idea of erasable mining can be used
to determine the keeping or removal of objects with some
components. Its applications are thus wide. Several methods
were developed to solve the erasable-itemset mining problem
[9], [10], [19]–[21].

In frequent-itemset mining, the Apriori-like methods find
frequent itemsets level by level. The anti-monotone property
is the primary basis in the Apriori-like algorithms. Therefore,
frequent 1-itemsets are first found, and then the candidate
2-itemsets relying on the frequent 1-itemsets are produced
by combining each pair of frequent items. These candidate
2-itemsets are then checked for whether they satisfy the given
threshold or not. After the frequent 2-itemsets are mined, a
similar procedure is done for itemsets with more than two
items. According to the anti-monotonic property, any superset
of an infrequent itemset is also infrequent. Pruning infrequent
itemsets can reduce the search space. The process can be
applied to erasable-itemset mining as well. The processing,
however, needs a considerable amount of time.

Some tree structures were then proposed to reduce the
execution time. They are more complex and need much
memory to store the whole tree for mining. In this paper,
we develop another approach based on the bitmap represen-
tation to reduce the processing time but not consume much
memory space for erasable-itemset mining. The primary con-
tributions of this paper include the following three points.
1) Bitmap representation was adopted to reduce the

level-wise steps of the original erasable-itemset mining.
2) An algorithm is presented based on the bitmap represen-

tation as a fast algorithm for erasable-itemsets mining.
3) Several experiments were conducted on real and synthe-

sized datasets to show the difference between the pro-
posed and the other two methods. Experimental results
show that the proposed algorithm performed well in
execution time for real and synthetic datasets and can
achieve a good trade-off between execution time and
memory usage.

The remaining of the paper is organized as follows. The
related works about erasable-itemset mining are reviewed in
Section 2. The problem to be solved and some definitions are
stated in Section 3. The execution details of the proposed
approach are explained in Section 4. An example of how
to perform the mining procedure is described in Section 5.
The results of the performance evaluation of the proposed
approach are shown in Section 6. Eventually, conclusions and
future work are given in Section 7.

II. RELATED WORKS FOR ERASABLE ITEMSET MINING
Mining interesting rules and patterns is one of the signif-
icant knowledge discovery methods [1], [2]. In the past,
the association-rule mining techniques were commonly used
to achieve this goal since they could find high frequencies

of purchased product combinations from a set of transac-
tions. Agrawal and Srikant proposed a famous data-mining
algorithm named the Apriori algorithm [1], which was first
offered to cope with this problem. The algorithm makes use
of the downward-closure property that can mine short-length
frequent itemsets first and then find long-length ones. The
Apriori algorithm then derives association rules from the
frequent itemsets by conditional probability.

Different from frequent-itemset mining, erasable-itemset
mining [8], proposed by Deng et al., is helpful in production
planning. Each product is made up of some kinds of material.
Reducing stocks of raw material may cause the stoppage
of the manufacture of some products, resulting in a reduction
in the income of a factory. Erasable-itemset mining aims
to find the kinds of material that could be removed with
affecting the revenue only slightly.

In general, Deng’s erasable-itemset mining algorithm [8]
consists of two stages, generating candidate erasable item-
sets and finding erasable itemsets that satisfy the loss ratio
(represented as a threshold) of the factory’s income. Different
from the frequent-itemsetmining, the condition to be satisfied
in erasable-itemset mining is that the total revenue after an
erasable itemset is removed must be equal to or less than the
original revenue multiplied by the given threshold. The pro-
cessing steps of finding erasable itemsets are still based on the
concept of level-wise mining in the Apriori algorithm. All the
single materials are defined as the set of candidate erasable
1-itemsets (CE1), and then their individual gain values are
found. The gain value of a material is to calculate the sum of
the revenue of the products which apply the material in the
production process. The erasable materials, called erasable
1-itemsets (E1), whose gain values divided by the total rev-
enue are equal to or less than the user-specified threshold, are
found from the set of candidate erasable 1-itemsets (CE1).
Next, the candidate erasable 2-itemsets (CE2) are generated
from the erasable 1-itemsets (E1). Thus we calculate the gain
value of each candidate erasable 2-itemset in CE2 from the
database. The same as before, the erasable 2-itemsets (E2),
whose gain values divided by the original total revenue are
equal to or less than the threshold, are found. The same pro-
cess is done for itemsets with more than two materials until
no candidate erasable itemsets are produced. Finally, all the
erasable itemsets found are outputted to users as the auxiliary
information in planning. Therefore, the key to the problem
is finding inessential materials without losing the factory’s
income more than the factory managers wish.

In recent years, several algorithms were proposed to solve
the erasable-itemset mining problem. For example, VME
uses the PID_list structure to store the profits of all prod-
ucts for efficiently pruning irrelevant data and improving
the processing time [10]. However, from experimental eval-
uation, the performance of VME is two times faster than
that of the META [8] algorithm. MERIT uses a new data
representation, called NC_set, to keep overall information
for pruning unrelated data [9]. However, it does not per-
form well in getting erasable itemsets with long lengths.
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dMERIT+, proposed by Le et al., is an improved version
of MERIT, which speeds up the processing by using the
weight index, hash table, and dNC-Sets [20]. MEI uses a
divide-and-conquer strategy and the dPidset data structure
to reduce execution time and memory consumption [19].
It is capable of mining erasable-itemsets with larger thresh-
olds. WEP (Weighted Erasable Patterns) [21] and WEPS
(Weighted Erasable Pattern mining algorithm on Sliding
window-based data streams) [30] consider different weights
of materials in erasable-itemset mining. Some methods for
handling incremental data in erasable pattern mining were
also proposed [13], [14], [22].

There were several bitmap algorithms for frequent item-
sets [4], [7], [23]. This paper, however, adopts a differ-
ent processing strategy to reduce the execution time of
erasable-itemset mining.

III. PROBLEM STATEMENT AND DEFINITIONS
Here, the erasable-itemset mining problem to be solved by
the proposed bitmap algorithm is formally defined. Assume
there is a product database (PD) with eleven products and
eight materials, as shown in Table 1. Each product comprises
three features: product ID (PID), materials, and profit. The
eight distinct elements are expressed as A to H, respectively.
A set of terms is defined as follows.
Definition 1: A product database PD is composed of a set

of products. That is, PD = {P1, P2, . . . ,Pi, . . . ,Pz}, where
Pi is the i-th product in PD and z is the number of products.
Definition 2:Amaterial setM = {m1,m2, . . . ,mi, . . . ,mn}

is the set of distinct materials used to manufacture prod-
ucts PD, where mi represents the i-th material in M and n
expresses the number of materials. Any material mi can only
occur once in a product but can appear in different products.

For example, in Table 1, M includes all the materials A
to H .
Definition 3: The profit value, profiti, is the profit of a

product Pi in PD.
For instance, the profit value profit4 of the product P4

in Table 1 is 150. P4 is made of three items, B, C and E ,
and the factory earns 150 dollars from the production of the
product.
Definition 4: An itemset X is a collection of one or more

materials. Namely, X ⊆ M . If |X | = r , the itemset X is called
an r-itemset.

For instance, in Table 1, the itemset {BCE} inP4 contains 3
materials and can be treated as a 3-itemset.
The goal of the erasable-itemset mining [8] is to find unim-

portant itemsets which allow the tolerable loss to a factory if
the materials in any one of the itemsets are lacking. Some
definitions about obtaining erasable itemsets are described as
follows.
Definition 5: The gain value of an itemset X is represented

as:

gain (X) =
∑

x∈X&x∈Pi

profit i,

TABLE 1. An example of a product database.

where x represents an item (material) in both X and
product Pi.

For instance, assume X = {A, B}. From Table 1, the six
products P1, P2, P3, P4, P5 and P10 include an item A, B,
or both. Therefore, gain(X ) = profit1 + profit2 + profit3 +
profit4 + profit5 + profit10, which is 4450.
Definition 6: The total profit T of a product database (PD)

is the sum of the profits of all the products in PD. That is, T
is calculated as follows:

T =
∑
Pi∈PD

profit i.

For example, the total profit T of the product database
in Table 1 is 5000.
Definition 7:Given a threshold ratio r and a product dataset

PD, an itemset X , which satisfies gain(X ) ≤ T × r is called
an erasable itemset.

For instance, in Table 1, let r = 35%. Take the item
(1-itemset) F to explain it. Item F appears in P7, P8, P9, P10,
and P11. Its gain is 200 + 100 + 50 + 150 + 100, which
is 600. Item F is an erasable itemset because its gain (600)
is smaller than 5000 × 35% (= 1750). It means that item
F is ignorable since its absence allows a tolerable loss to the
factory. In this case, the factory will not manufacture products
P7, P8, P9, P10, and P11 if item F is missed. On the contrary,
take item A as another example. Its gain is 3100 and is not an
erasable itemset since its gain is larger than 5000× 35%. For
the 2-itemset {A, F}, the products with at least one of them
include P1, P2, P3, P7, P8, P9, P10, and P11. Its gain is thus
2100+ 1000+ 1000+ 200+ 100+ 50+ 150+ 100, which
is 3700.
Definition 8: Given a product dataset PD and a threshold

ratio r , erasable-itemset mining is to find all the erasable
itemsets from PD.

The original erasable-itemset mining approach [8] needs
multiple database scans to find erasable itemsets. In this
paper, we handle the problem by using the bitmap approach
for mining erasable itemsets. The formal definitions for the
proposed method are described below.

A bitmap, which is a one-dimensional binary bit string,
represents the relationship of a material used to manufacture
products. The i-th bit value is 1 if the material exists in
the i-th product and is 0 otherwise. Take material A and B
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in Table 1 as an example. Material A is included in P1, P2, and
P3, and material B in P1, P2, P4, P5, and P6. In the example,
the bitmap length of each material is eleven because there are
eleven products. The bitmap representation of A is (1, 1, 1, 0,
0, 0, 0, 0, 0, 0, 0). Similarly, B is (1, 1, 0, 1, 1, 0, 0, 0, 0, 1, 0).
The original processing steps of mining erasable item-

sets rely on the concept of the Apriori-like algorithm. The
executing steps need to use erasable short-length itemsets
to generate candidate long-length ones based on the mono-
tonic property and then find out erasable long-length itemsets
according to the revenue loss ratio. The bitmap representation
can efficiently handle this situation. For the above example,
assume {A} and {B} are two erasable 1-itemsets. According
to the level-wise processing, the candidate erasable 2-itemset
is found from them. In this example, one candidate 2-itemset
is {A, B}. Along with the bitmap representation, the products
including a candidate 2-itemset can easily be obtained by
using a logical inclusive OR operation on the bitmaps of the
components in the 2-itemset. For example, the bitmap of the
candidate 2-itemset {A, B} can be found by performing a
logical inclusive OR operation on A (1, 1, 1, 0, 0, 0, 0, 0,
0, 0, 0) and B (1, 1, 0, 1, 1, 0, 0, 0, 0, 1, 0). The result is (1,
1, 1, 1, 1, 0, 0, 0, 0, 1, 0). It represents {A, B} will affect
the manufacture of products P1, P2, P3, P4, P5, and P10.
Based on the above concept, some terms about the bitmap
representation are formally defined as follows.
Definition 9: A bitmap of a 1-itemset X is a

one-dimensional binary bit string, denoted bitmapX = (bX1 ,

bX2 , . . . , bXi , . . . , bXz ), where z represents the number of prod-
ucts in PD. The value of each bXi is 1 if the item in X exists
in product Pi and is 0 otherwise.
For instance, in Table 1, item A is included in P1, P2 and

P3, but not in the other products. Therefore, bitmapA of the
1-itemset {A} is represented as (1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0).
Definition 10: Let X be an itemset with |X | >= 2. The

bitmap of X is defined as:

bitmapX = (bX1 , bX2 , . . . ,bXi , . . . ,bXz )

= (
|X |
OR
j=1

b
Xj
1 ,
|X |
OR
j=1

b
Xj
2 , . . . ,

|X |
OR
j=1

b
Xj
i , . . . ,

|X |
OR
j=1

b
Xj
z ),

where |X | is the number of the items in X , b
Xj
i is the i-th bit

value of the j-th item in X , and
|X |
OR
j=1

b
Xj
1 performs the inclusive

OR operation on the b
Xj
i values of all the items in X .

For example, in Table 1, the bitmaps of the two items A and
B are (1, 1, 1, 0, 0, 0, 0, 0, 0, 0, 0) and (1, 1, 0, 1, 1, 0, 0, 0, 0,
1, 0), respectively. By the inclusive OR operation on the two
bitmaps, the result of the 2-itemset {A, B} can be found as
(1, 1, 1, 1, 1, 0, 0, 0, 0, 0, 1, 0).
Definition 11:The gain of a bitmap representation bitmapX

is the sum of the profits of the products with the correspond-
ing bit values being 1 in bitmapX . That is,

gain (X) =

z∑
i=1

(bXi ∗ profit i),

where z is the number of the products in PD. The value of
each bXi is 1 if the item in X exists in product Pi and profiti
represents the profit of product Pi.

In the above example, the bitmap of {A, B} is (1, 1, 1, 1, 1,
0, 0, 0, 0, 1, 0). Thus, gain({A, B}) = profit1 + profit2 +
profit3 + profit4 + profit5 + profit10 = 2100 + 1000 +
1000 + 150 + 50 + 150 = 4450.

IV. THE PROPOSED BITMAP ALGORITHM FOR
ERASABLE-ITEMSET MINING
Based on the above definitions, we propose the Bitmap-
Representation Erasable Mining (BREM) algorithm to find
erasable itemsets efficiently. Its goal is to shorten multi-
ple database scans in erasable mining compared with the
META method in level-wise processing [8]. The bitmap rep-
resentation, as mentioned in Section III, is used to calcu-
late the gain value of itemset rapidly without rescanning a
database. The proposed approach can get the products for an
itemset quickly, thus saving much execution time. Besides,
it will derive the same erasable itemsets as the original
erasable-itemset mining algorithm [8].

The proposed approach proceeds as follows. It first sets
up the threshold and then finds the erasable 1-itemsets with
their gains satisfying the threshold condition. The erasable
1-itemsets are used to build their bitmaps according to the
number of products in the database. The candidate erasable
itemsets in the next level are then generated and checked
with the bitmaps of their sub-itemsets according to the
downward-closure principle. The same procedure is repeated
until no new candidate itemsets are formed. The proposed
algorithm is described as follows.

The BREM algorithm for mining erasable itemsets:
INPUT: (1) A product database PD with n products,

each of which consists of its product
identification, material list and profit, and
(2) A predefined minimum erasable-itemset
mining threshold calledMinEIthreshold.

OUTPUT: All the erasable itemsets (EIs) satisfying
MinEIthreshold.

STEP 1. Calculate the total profit T of the products in PD
as:

T =
∑
Pi∈PD

profit i,

where Pi is the i-th product and profiti is the
profit of Pi.

STEP 2. Initially, set the erasable 1-itemset (E1) table as
empty, where each tuple comprises three fields:
itemset, gain of the itemset, and bitmap of the
itemset.

STEP 3. Carry out the following substeps for each item
(material) mj:
(a) Find the gain value of mj in PD as:

gain(mj) =
∑
mj∈Pi

profit i;
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(b) Build the bitmap of mj as:

bitmapj = (b
mj
1 , b

mj
2 , . . . ,b

mj
k , . . . ,b

mj
z ),

where z represents the number of the prod-
ucts in PD. The value of each b

mj
k is 1 if mj

exists in Pk and is 0 otherwise.
(c) Check whether gain(mj) is equal to or

smaller than T∗ MinEIthreshold. If it is,
insert the item mj, gain(mj), and bitmapj as
a tuple into the E1 table.

STEP 4. Set r = 1, where r represents the number of
items in the current set of erasable itemsets to
be processed.

STEP 5. Initially set the erasable (r + 1)-itemset (E(r+1))
table as empty, with each tuple consisting of
three fields: itemset, gain of the itemset, and
bitmap of the itemset.

STEP 6. Generate the candidate erasable setCE(r+1) from
the set Er in a way similar to the Apriori algo-
rithm. All the r-sub-itemsets of each candidate
erasable (r+1)-itemset in CE(r+1) must exist in
Er .

STEP 7. Carry out the following substeps for each (r+1)-
itemset X in CE(r+1):
(a) Build the bitmap of X by applying the union

operator on the bitmaps of its any two r-
sub-itemsets S1 and S2 from Er as follows:

bitmapX
= (bX1 , bX2 , . . . , bXk , . . . , bXz )

= (bS11 or bS21 , bS12 or bS22 , . . . , bS1k or bS2k ,

. . . , bS1z or bS2z ),

where bS1k and bS2k are the k-th bits in S1 and
S2, respectively, and b

S1
k or bS2k performs the

inclusive OR operation on bS1k and bS2k .
(b) Calculate the gain value of X as:

gain (X) =

z∑
k=1

(bXk ∗ profitk ),

where z is the number of products in PD.
(c) Check whether gain (X) is equal to or

smaller than T ∗ MinEIthreshold. If it is,
insert the itemset X , its gain value, and its
bitmap as a tuple into the E(r+1) table.

STEP 8. If the set E(r+1) is null, then do STEP 9; Other-
wise, set r = r + 1 and do STEPs 4 to 8.

STEP 9. Output the erasable itemsets in all the erasable
tables as the desired results EIs.

V. AN EXAMPLE FOR THE PROPOSED BREM APPROACH
An example to describe how the proposed BREM approach
can efficiently mine erasable itemsets from a product
database is given in this section. Table 1 in Section 3 is
used as an example. The erasable-itemset mining threshold

is set at 10%. The mining procedure of the proposed BREM
algorithm is stated as follows.

STEP 1: The total profit T of the product database is first
calculated. According to Table 1, T =

∑
Pi∈PD profit i =

2100 + 1000 + 1000 + 150 + 50 + 100 + 200 + 100 +
50 + 150 + 100 = 5000.
STEP 2: The erasable 1-itemset (E1) table is initialized as

empty. Each tuple in the table consists of three fields: itemset,
gain of the itemset, and bitmap of the itemset.

STEP 3: Each erasable 1-itemset is found in this step and
then inserted with its gain and bitmap into the E1 table. Take
material D as an example. Material D is included in the three
products, P7, P8 and P9. Thus, the bitmap ofD is (0, 0, 0, 0, 0,
0, 1, 1, 1, 0, 0), and the gain of D is: gain(D) = 200 + 100 +
50 = 350. Since its value is smaller than or equal to T ∗

MinEIthreshold (= 5000 ∗ 10% = 500), the tuple ({D}, 350,
(0, 0, 0, 0, 0, 0, 1, 1, 1, 0, 0)) is then added into the E1 table.
The other 1-itemsets are checked in the same way. The results
are shown in Table 2.

TABLE 2. The E1 table after STEP3.

STEP 4: The variable r is initially set at 1, which is used to
represent the number of items to be processed in the current
set of erasable itemsets.

STEP 5: The erasable 2-itemset table, E2, is set as empty
with three fields: 2-itemset, gain of the itemset, and bitmap
of the itemset.

STEP6: The candidate erasable 2-itemsets are generated
in a way similar to the Apriori algorithm in association-rule
mining. Three candidate erasable 2-itemsets are generated
from E1 as follows: {D, G}, {D, H} and {G, H}, which are
kept in the candidate erasable 2-itemsets table CE2.
STEP 7: The erasable 2-itemsets are found in this step.

Take the 2-itemset {D, G} in the CE2 table as an example.
According to Table 3, the bitmaps of D and G are operated
by the inclusive OR operation as follows:

(0, 0, 0, 0, 0, 0, 1, 1, 1, 0, 0) or (0, 0, 0, 0, 0, 0, 1, 0, 0, 0,
0) = (0, 0, 0, 0, 0, 0, 1, 1, 1, 0, 0).
Thus, the bitmap of the 2-itemset {D, G} is (0, 0, 0, 0,

0, 0, 1, 1, 1, 0, 0), while b7(= 1), b8(= 1) and b9(= 1)
represent each of the three products P7, P8 and P9 includes at
least one of the materials D and G. The gain of the 2-itemset
{D, G} is then calculated as: profit7 + profit8 + profit9 =
200 + 100 + 50 = 350. Since the value is smaller than T ∗

MinEIthreshold, the tuple ({D, G}, 350, (0, 0, 0, 0, 0, 0, 1,
1, 1, 0, 0)) is inserted into the E2 table. All the other itemsets
can be obtained similarly, and Table 3 shows the results for
all the erasable 2-itemsets.

STEP 8: Because the set E2 is not empty, the value of r is
then increased to 2. STEPs 4 to 8 are executed again to find
the set of E3. The results are shown in Table 4.
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TABLE 3. The E2 table after STEP 7.

TABLE 4. The E3 after STEPs 4 to 8.

Then, the variable r becomes 3, and STEPs 4 to 8 are
executed again. No candidate erasable 4-itemset is generated,
and the final E4 table is empty. Therefore, Step 9 will be
executed.

STEP 9: All the E1, E2 and E3 tables are output as shown
in Table 5.

TABLE 5. The final results of all the erasable itemsets, EIs.

VI. PERFORMANCE EVALUATION
A. EXPERIMENTAL SCENARIO
To evaluate the performance of BREM, experiments were
performed on a computer with an Intel Core i5-4590 CPU
3.3GHz and 16GB of RAM running Windows 7 OS envi-
ronment. The original erasable-itemset mining (META)
approach [8] and the vertical-formal-based algorithm [10]
for mining erasable itemsets (VME) were also conducted for
comparison. The proposed BREM, the original META, and
the VME methods were implemented in J2SDK 1.8. Four
real datasets used in the experiments were adapted as product
datasets in a way similar to that in [19]. They included the
datasets of Connect, Chess, Mushroom, and Foodmart, which
were downloaded from [11], [31]. Each tuple was thought of
as a product, and its profit was randomly generated according
to a uniform distribution within 100 and 500. The attributes
of all the datasets are shown in Table 6.

TABLE 6. The real datasets used in the experiments.

The same simulation environments and experimental
scripts were built for the BREM, the META, and the VME
methods. The erasable itemsets derived by the three methods
were always the same. Therefore, we compared efficiency

on the execution time and peak memory consumption for
the different conditions in Tables 6. We run the designed
programswith the total mining timemeasured from executing
the program to the termination.

B. EVALUATION OF EXECUTION TIME
We compared the runtime of BREM, META, and VME on
the real databases in Table 6, and the results were observed
to assess the efficiency of the three methods. The four
real databases of Connect, Mushroom, Chess, and Foodmart
in Table 6 were tested, with the threshold values varying.
Figures 1 to 4 show the execution results of the three methods
on the datasets for the different thresholds.

The execution time of BREMwas less than that of the other
methods on the real datasets. Besides, the execution time
also increased along with the increase of the threshold value
because more itemsets satisfied the larger threshold, and thus
the processing time grew. For the highest thresholds in these
figures, the difference of execution time for the three methods
was obvious for the databases of Connect, Mushroom and
Chess because there were more erasable itemsets found in
each level.

From Figures 1 to 4, it could be observed that the proposed
BREM method outperformed META and VME for nearly

FIGURE 1. Execution time of the Chess dataset for the different
thresholds.

FIGURE 2. Execution time of the Foodmart dataset for the different
thresholds.
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FIGURE 3. Execution time of the Mushroom dataset for the different
thresholds.

FIGURE 4. Execution time of the Connect dataset for the different
thresholds.

all the thresholds in terms of the execution time for the
four real databases. That is, the advantage of the proposed
bitmap representation strategy, when compared with the other
two methods, could simplify the mining process and thus
shortened the mining time.

C. EVALUATION OF MEMORY USAGE
In this subsection, we show the memory usage of the three
methods. First, the four databases of Connect, Mushroom,
Chess and Foodmart were tested, with the threshold values
varying. The peak of consumed memory was measured by
finding erasable itemsets in each level. Figures 5 to 8 show the
memory usage of the three methods for different thresholds.

From Figures 5 to 8, it was observed that the memory
usage of BREM was more than that of META because the
former needed to build and store bitmaps. However, in the
memory usage of the three methods, the VME is the highest.
Moreover, the memory usage increased along with the variety
of the threshold values since more erasable itemsets resulted
in more processing and memory requirements.

In summary, the memory usage of BREM was more than
that ofMETA for additionally keeping the bitmaps in different
real datasets, but less than that of VME while the threshold
value increased in different real datasets.

FIGURE 5. Memory usage of the Connect dataset for the different
thresholds.

FIGURE 6. Memory usage of the Mushroom dataset for the different
thresholds.

FIGURE 7. Memory usage of the Chess dataset for the different
thresholds.

D. EVALUATION OF LARGE DATASETS
We then created three synthetic datasets (T10I4N4KD100K,
T10I4N4KD300K, T10I4N4KD500K) based on the IBM
data generator [17] and modified them to fit the problem of
erasable-itemset mining with the corresponding parameters T
(the average number of materials in each product), I (the size
of a maximal potentially erasable itemset), N (the number of
materials) and D (the number of products in a dataset). Each
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FIGURE 8. Memory usage of the Foodmart dataset for the different
thresholds.

FIGURE 9. Execution time of the T10I4N4KD100K dataset for the different
thresholds.

FIGURE 10. Execution time of the T10I4N4KD300K dataset for the
different thresholds.

tuple was thought of as a product, and its profit was randomly
generated according to a uniform distribution within 100 and
500.

The three synthetic databases were tested with the five
different threshold values. Figures 9 to 11 show the execution
results of the three methods for the different threshold values
on three different datasets.

The execution time of the three methods grew along
with the increase in the number of products. Especially, the

FIGURE 11. Execution time of the T10I4N4KD500K dataset for the
different thresholds.

FIGURE 12. Memory usage of the T10I4N4KD100K dataset for the
different thresholds.

execution time of the META method grew more when the
database size increased since the increased number of prod-
ucts in the product database caused more processing time.

It could be observed that the execution time of BREM was
less than that of META for five different threshold values on
the three different datasets. However, BREM spent more than
VME for the first four threshold values on the three different
datasets. But for the fifth (largest) threshold value for the first
two datasets, the processing time of VME was larger than
BERM andMETA. This is because the method of VME needs
to record the relationship of materials and products in the
database.

Figures 12 to 15 show the memory usage of the three meth-
ods for the different threshold values on the three synthesized
datasets.

The same as before, the memory usage of BREMwas more
than that ofMETA for additionally keeping the bitmaps in the
three datasets, but the memory usage of BREMwas much less
than that of VME.
Overall, the BREM method required more space than the

META method on consuming memory, but the processing
time of BREM was several times faster than that of META.
However, the VME method consumed much memory space
to store information, making the processing speed slower.
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FIGURE 13. Memory usage of the T10I4N4KD300K dataset for the
different thresholds.

FIGURE 14. Memory usage of the T10I4N4KD500K dataset for the
different thresholds.

VII. CONCLUSION
In this paper, the bitmap representation is used in the mining
algorithm to find erasable itemsets. Especially, the process
of determining erasable k-itemsets based on (k-1)-itemsets
could be conducted quickly with the aid of the bitmap repre-
sentation of itemsets. Some experiments, which pointed out
the efficiency of BREM, were conducted regarding execution
time and peak memory usage for real and simulated datasets.
The proposed algorithm was also compared with the META
and the VME algorithms. The execution time of BREM was
less than that of META because the bitmap representation
strategy could simplify the mining process and thus shorten
the mining time. Besides, although VME may spend only
a little less time than BREM for small thresholds, the for-
mer will increase dramatically for large thresholds. However,
the memory usage of BREM was more than that of META
because the former needed to build and store bitmaps for
itemsets. The memory usage of BREM was much less than
that of VME, especially in the highest thresholds, for the
first three real datasets. In contrast to the simulated datasets,
the memory usage of BREM was also much less than that
of VME, but a little more than that of META, due to some
extra memory for keeping the bitmaps. The BREM method

could thus make a good trade-off between processing time
and memory usage.

Although the proposed method can get good performance,
some work needs to be developed in the future. For example,
we may further solve the memory-consuming problem of
BREM. Additionally, wewill extend the proposed approach to
handle the maintenance problem of erasable-itemset mining.
We can also use the proposed approach to solve similar
problems in other domains, such as the personnel or service
combinations, to determine the keeping or removal of the
targets.
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