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a b s t r a c t

Natural language processing is a useful processing technique of language data, such as text and speech.
Sequence labeling represents the upstream task of many natural language processing tasks, such as
machine translation, text classification, and sentiment classification. In this paper, the focus is on the
sequence labeling task, in which semantic labels are assigned to each unit of a given input sequence.
Two frameworks of latent variable conditional random fields (CRF) models (called LVCRF-I and LVCRF-
II) are proposed, which use the encoding schema as a latent variable to capture the latent structure of
the hidden variables and the observed data. Among the two designed models, the LVCRF-I model focuses
on the sentence level, while the LVCRF-II works in the word level, to choose the best encoding schema for
a given input sequence automatically without handcraft features. In the experiments, the two proposed
models are verified by four sequence prediction tasks, including named entity recognition (NER), chunk-
ing, reference parsing and POS tagging. The proposed frameworks achieve better performance without
using other handcraft features than the conventional CRF model. Moreover, these designed frameworks
can be viewed as a substitution of the conventional CRF models. In the commonly used LSTM-CRF models,
the CRF layer can be replaced with our proposed framework as they use the same training and inference
procedure. The experimental results show that the proposed models exhibit latent variable and provide
competitive and robust performance on all three sequence prediction tasks.
� 2020 The Authors. Published by Elsevier B.V. This is an open access article under the CCBY license (http://

creativecommons.org/licenses/by/4.0/).
1. Introduction

Sequence labeling is often the first step in text data processing.
Sequence labeling represents the task of identifying and assigning
a semantic label to each unit/subsequence of the input sequences.
It can help machines better understand the components or struc-
ture of the given contexts. Conventionally, sequence labeling is
achieved by named entity recognition that extracts name entities
(i.e., person name, company name, etc.) from the text, chunking
that identifies the constituent parts of sentences (i.e., nouns, verbs,
adjectives, etc.), and reference parsing that extracts the informa-
tion (i.e., author, title, journal, etc.) from a given reference string.
Sequence prediction conducts fundamental research in natural lan-
guage processing tasks. Due to its importance for the downstream
tasks, including the relation extraction [1,2], entity linking [3], and
co-reference resolution [4], it has received substantial attention in
recent decades. The conventional sequence labeling models, such
as conditional random fields (CRF) and the maximum entropy
model (MEM), study the conditional probability over the input
sequence by representing the input unit, i.e., characters or words.
The segmentation models, e.g., the semi-Markov random fields
(semi-CRF), represent the text span of the input sequence (i.e., sub-
sequence) directly. In Refs. [5,6], it was shown that the encoding
schema affected model performance. The BIO and BILOU represent
the most popular encoding schemas, where B stands for beginning,
I stands for inside, O stands for outside, L stands for last, and U
stands for unit.

An example of using a different encoding schema on a sentence
is presented in Fig. 1. In Fig. 1, ‘Michel’ represents the beginning of

a person entity, and is marked with B in both encoding schemas.
However, ‘Jordan’ denotes inside a person entity in the BIO, and

thus is marked with I, whereas it is the last word of a person entity

in the BILOU, and thus, is marked with L. The word ‘Bush’ is marked
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Fig. 1. The BIO and BILOU encoding schemas.
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with B in the BIO encoding schema because it represents the begin-

ning of a person entity, and it is marked with U in the BILOU encod-
ing schema wherein it denotes a unit length person entity.

Different encoding schemas can lead to different performance
on different models and sequence-labeling tasks. For a given model
and a sequence-labeling task, it is common to use the validation set
for obtaining the best encoding schema, which is a non-trivial task.
Accordingly, in this paper, two latent variable CRFs, which can
automatically choose the best encoding scheme for a given input
sentence, are proposed. In the first designed CRF-based model,
called LVCRF-I, the input sentence can be labeled by two encoding
schemas simultaneously, whereby optimizing the parameters to
maximize the probability of both encoding schemas. The second
designed model, called LVCRF-II, chooses the encoding schema on
a word-level rather than the sentence-level that hybrids the path
in two encoding schemas. The first advantage of the proposed
models is that the developed models use a validation set to choose
the encoding schema manually, which can be easily and automat-
ically performed by our latent variable CRFs. The second advantage
of the developed models is that the accuracy can be greatly
improved using any other information (i.e., feature engineering
task) because the models choose the most suitable encoding
schema for each sentence rather than adopting one particular
encoding schema for all the sentences. The main contributions of
this work are as follows.

� Two latent variable CRFs (LVCRF-I and LVCRF-II) for the
sequence labeling are proposed. Both CRFs can be applied to dif-
ferent sequence labeling subtasks, including the part-of-speech
tagging, named entity recognition, chunking, and others.

� In the proposed models, the encoding schema is used as latent
variables to capture the structures of hidden variables and
observed data. The first model can choose the best encoding
schema for the whole input sentence automatically, while the
second model can determine the best encoding schema for
every word in the input sentence.

� The two proposed models use different encoding schemas, as a
latent variable in the conventional CRF in two ways. The two
model frameworks can also be used in other CRF-based models.

� Empirically, it is shown that choosing the best encoding schema
has a stable impact on the performance. The performance of the
proposed latent variable model is much better than the conven-
tional CRF with the BIO or BILOU encoding schema.

2. Literature review

The traditional mention-extraction models include the hidden
Markov model (HMM) [7–9], max-entropy model (MEM) [10], con-
ditional random field model (CRF) [11], and semi-Markov random
field model (semi-CRF) [12]. These models are linear models that
can capture correlations between neighboring labels and jointly
decode the best chain of labels for a given input sequence. Baum
and coworkers [7–9] proposed a hidden Markov model (HMM) that
can be represented as a dynamic Bayesian network. Fine et al. [13]
proposed a hierarchical hidden Markov model (HHMM), which
represents a recursive hierarchical generalization of the vanilla
hidden Markov model. Zhang et al. [14] built the ICTCLAS system,
which uses a hierarchical hidden Markov model to incorporate the
segmentation of Chinese words, part-of-speech tagging, disam-
biguation, and unknown-word recognition in a comprehensive
theoretical frame. Shen et al. [15] proposed a general hidden Mar-
kov model-based named-entity recognizer in the biomedical
domain. Berge et al. [10] pioneered a maximum entropy model
(MEM) in natural language processing. McCallum et al. [16] pro-
posed a maximum entropy Markov model (MEMM), which repre-
sents a graphical model for sequence labeling, and it combines
features of both the HMM and the MEM. Yu et al. [17] investigated
the problem of using continuous features in the MEM. They
explained why the MEM with the moment constraint (MEMC)
worked well with binary features but not with continuous features.
Ratnaparkhi [18] proposed a statistical model that was trained
with a corpus annotated, including the part-of-speech tags, and
assigned them to previously unseen text with high accuracy. The
above work demonstrated the effectiveness of specialized features
in modeling difficult tagging decisions and proposed a training
strategy that mitigated the corpus-consistency problems discov-
ered during the implementation of specialized features. Rosenberg
et al. [19] proposed the mixture-of-parents maximum entropy
Markov model (MoP-MEMM). This model allows tractable incorpo-
ration of long-range dependencies between nodes by restricting
the conditional distribution of each node to a mixture of parent
distributions.

Conditional random field (CRF) models were proposed by Laf-
ferty et al. [11]. These models denote a class of statistical modeling
method that has been often applied to solve the sequence-
prediction problems. These models have several advantages over
hidden Markov models and stochastic grammars for such tasks,
including the ability to relax strong independence assumptions
made in these models. Tseng et al. [20] presented a Chinese word
segmentation (CWS) system based on the CRF models. Zhao et al.
[21] considered the CWS problem as a character-based tagging
problem under a conditional random field framework. Instead of
considering a method focused only on a feature template as in
the previous work, they considered both feature-template and
tag-set selection. They demonstrated a significant performance dif-
ference using selected tag sets. Cuong et al. [22] considered the
problem of incorporating high-order dependencies between labels
or segments in the conditional random field. The Semi-Markov
conditional random field (semi-CRF) model was proposed by Sara-
wagi and Cohen [12]. Importantly, features of the semi-CRFs can
measure properties of segments, and transitions within a segment
can be non-Markovian. Okanohara et al. [23] presented techniques
to apply the semi-CRFs to the named entity-recognition tasks with
a tractable computational cost. Nguyen et al. [24] extended the
first-order semi-CRFs to include higher-order semi-Markov fea-
tures and proposed efficient inference and learning algorithms
under the assumption that the higher-order semi-Markov features
were sparse. Muis and Lu [25] proposed the weak semi-Markov
conditional random field for noun-phrase chunking. In the conven-
tional semi-CRF, the model intuitively decides the length and type
of the next segment simultaneously, while in the weak semi-CRF,
the model tries to propose a weaker variant that makes these
two decisions separately by restricting each node to connect to
either only the nodes of the same label in the next segment or to
all the nodes in the next word. The weak semi-CRF model yields
performance similar to that of the conventional semi-CRFs, but
runs significantly faster.

The deep learning-based methods show advantages in the
sequence labeling task. Huang et al. [26] proposed a variety of
the long short-term memory (LSTM)-based models for sequence
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labeling, including the LSTM networks, the bidirectional LSTM (Bi-
LSTM) networks, the LSTM with a CRF layer (LSTM-CRF), and the
bidirectional LSTM with a CRF layer (Bi-LSTM-CRF). Their model
achieved the state-of-the-art accuracy on the POS, chunking, and
NER datasets, and the performance was less dependent on the
word embedding than on previous observations. Liu et al. [27] pro-
posed a neural semi-Markov conditional random field, which com-
poses the embedding of both input units and segments. They
conducted the experiments with the named entity recognition
(NER) and Chinese word segmentation (CWS) tasks. Ma and Hovy
[28] proposed a CNN-LSTM-CRF model that benefits from both
word- and character-level representations. Their model is the
end-to-end model, and it does not require feature engineering or
data pre-processing. Rei et al. [29] used the character-level infor-
mation to address the out-of-vocabulary (OOV) issue in sequence
labeling. They investigated the character-level extensions of the
conventional LSTM-CRF structure models. The encoded character-
level information was combined with the pre-trained word
embeddings using the attention mechanism, enabling the model
to decide how much information to use from a word- or
character-level component.

The sequence labeling has been previously achieved using dif-
ferent approaches based on the latent variable models. Sun and
Nan [30] proposed a latent discriminative model called the Latent
Semi-CRF, which incorporates advantages of two modeling
approaches, i.e., the latent dynamic CRF and the semi-CRF, that
model the sub-structure of a class sequence and learn dynamics
between the class labels for detecting the Chinese base-phrases.
Petrov and Dan [31] introduced a discriminative latent variable
approach for syntactic parsing in which rules exist at multiple
scales of refinement. Such a model is formally a latent variable
CRF grammar over trees learned by iteratively splitting grammar
productions. Sun et al. [32] proposed a latent semi-CRF model to
detect the new words and their POS synchronously regardless of
the type of new words from the Chinese text without using the
pre-segmentation process. Sun and Tsujii [33] described the
latent-dynamic inference (LDI), which produces the optimal label
sequence of the latent conditional models by using efficient search
strategy and dynamic programming. Sun et al. [34] combined
multi-view CRF learning by utilizing consensus and complemen-
tary principles for sequence labeling. It uses different neural net-
works for feature extraction from multiple views. A joint
representation space for the retrieved features thus the minimal
distance between two views for regularization can thus be
achieved.

3. Preliminaries and Problem Statement

This section briefly introduces the preliminaries and problem
statement of this research work.

3.1. Latent variable CRF

Consider a sequence of observations x ¼ ðx1; . . . ; xnÞ. In the
latent variable CRF, the model determines how to assign a
sequence of labels y ¼ ðy1; . . . ; ynÞ, from one finite set of labels Y.
Instead of modeling PðyjxÞ directly, as the conventional CRF does,
a set of latent variables h is ‘‘inserted” between x and y using the
chain rule of probability, which is expressed as,

PðyjxÞ ¼ 1
ZðxÞ

X

h

Pðyjh; xÞPðhjxÞ; ð1Þ

where ZðxÞ denotes the normalization factor, h denotes the latent
variable, x denotes the sequence of observations, and y represents
the sequence of labels. This model allows capturing the latent struc-
ture between observations and labels. These models find applica-
tions in the computer vision field, especially in the gesture
recognition from video streams and sequence labeling.

3.2. Encoding Schema

The BIO and BILOU encodings represent the most popular
encoding schemas. The BIO encoding schema is presented in
Fig. 2, where B denotes the beginning of a segment, I represents
the inside of a segment, including the ending word, and O stands
for the word that does not belong to any segment. As shown in
Fig. 2, ‘Michel’ represents the beginning word of the person entity,
so it is marked with B-P (Begin-Person). ‘Jordan’ denotes the inside
word of the person entity, so it is marked with I-P (Inside-Person).
The word ‘would’ does not belong to any entity, so it is marked
with O. A more complex schema, called BILOU, is shown in Fig. 3.

In Fig. 3, B denotes the beginning of a segment, I denotes the
inside of a segment, excluding the ending word, L denotes the last
word of a segment, and O stands for the word that does not belong
to any segment. As shown in Fig. 3, ‘Michel’ denotes the beginning
word of the person entity, so it is marked with B-P (Begin-Person).
‘Jordan’ denotes the last word of the person entity, so it is marked
with L-P (Last-Person). The word ‘would’ does not belong to any
entity, so it is marked with O. The word ‘Bush’ denotes the person
entity with a unit length, so it is marked with U-P (Unit-Person).
Compared with the sequence model without any encoding schema,
more features can be captured by the encoding schema, so it can
exert a positive impact on the model performance.

3.3. Problem Statement

Formally, considering an input sequence x = (x1; . . . ; xk) of a
length k, a label of x is defined as a tuple (u; y), which means the
u-th input word is associated with a label y. A label sequence of
x is defined as s = (s1; . . . ; sk), where sj= (uj; yj). It should be noted
that the input sequence x and the label sequence s have the same
length. Given an input sequence x, the sequence labeling problem
can be defined as the problem of finding the most probable label
sequence s of x.

4. Proposed latent variable CRF models

This section introduces the proposed latent variable CRF mod-
els. In order to provide a clear explanation of the models, we briefly
introduce the conventional CRF model, then present the proposed
latent variable CRF models, and finally explain the main difference
between these models. The first proposed model is a latent variable
CRF-I, named LVCRF-I, which is a sentence level model and can
automatically determine the best encoding schema for sequence
labeling. The second proposed model is a latent variable CRF-II,
named LVCRF-II, which is a word-level model that hybrids the path
in the BIO encoding schema and the path in the BILOU encoding
schema. This can enhance the prediction accuracy compared to
the first proposed model because the best encoding schema for
every word can be determined. The proposed models are described
in details in the following.

4.1. Conventional CRF

The conditional random field (CRF) represents a popular model
for the sequence labeling task. Compared with the other models,
such as the hidden Markov model or maximum entropy model
(MEM), CRF can easily incorporate flexible features and handle
the label bias problem of the MEMmodel. The structure of the con-
ventional CRF without using any encoding schema is presented in



Fig. 2. The BIO encoding schema.

Fig. 3. The BILOU encoding schema.

Fig. 4. Conventional CRF.
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Fig. 4, where P node denotes the person name entity node and O
node denotes the non-entity node. In Fig. 4, the dashed lines
encode all the possible labeled paths of the given input sequences.
Since the supervised training is utilized in the designed model,
there is a labeled path (i.e., the red line) in the CRF model, which
corresponds to a given label. During the training procedure, the
model parameters are optimized to maximize the probability of
the labeled path. The CRF model provides the conditional probabil-
ity of a possible output sequence sfor the input sequence x, which
is given by:

pðsjxÞ ¼ 1
ZðxÞ exp W � Gðx; sÞf g; ð2Þ

where Gðx; sÞ denotes the feature function, W denotes the weight
vector, and ZðxÞdenotes the normalization factor. In order to find
the best label sequence in CRF, let rj denote the best label sequence
ends of the j-th input, (m;n; y) denote a label sequence that starts at
the m-th position, end at n-th position, and is labeled as y. Then,
rjcan be recursively calculated as:

rj ¼ maxWðj� 1; j; yÞ þ rj�1; ð3Þ
where Wðj� 1; j; yÞis the feature value defined over the label
sequence s = ðj� l; j; yÞ.

4.2. Latent Variable CRF-I

Compared with the conventional CRF, the proposed model
incorporates hidden variables to explore more information from
the input sequence. The structure of the proposed latent variable
CRF is presented in Fig. 5.

As shown in Fig. 5, the proposed graph model consists of two
parts. The upper part includes CRF with the BIO encoding schema,



Fig. 5. The proposed latent variable CRF I (LVCRF-I).
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which is introduced in Section 3.2. The connection relation is as
follows. Node B can be connected to I, indicating that there is an
entity that starts at the current position and continue to the next
token, or to O and B nodes indicating that there is an entity of a
unit length at the current position. Node I can be connected to I,
meaning that there is an entity continuing to the next token, or
to O and B nodes, meaning that there is an entity ending in that
node. Node O can be connected to nodes B and O, suggesting that
there is no entity at the current position, while it cannot be con-
nected to node I because the begging of a segment has to be
labeled with B. The bottom part in Fig. 5 corresponds to CRF with
the BILOU encoding schema. The connection relation is as follows.
Node B can be connected to nodes I and L, suggesting that there is
an entity that starts at the current position, whereas the nodes can-
not be connected to nodes B, O, and U, as a segment with a unit
length should be labeled with U. Node I can be connected to nodes
I and L because it denotes the inside of a segment, and thus, cannot
be connected to nodes B, U, and O that denote the beginning of a
new segment. Node L can be connected to nodes B, U, and O, mean-
ing that the entity ends at the current position, but cannot be con-
nected to nodes L and I because it denotes the ending of a segment.
Nodes U can be connected to nodes B, O, and U, suggesting that
there is an entity with a unit length at the current position, and
cannot be connected to nodes I and L because there should be node
B that denotes the beginning of a segment before them. Node O can
be connected to nodes B, O, and U, suggesting that there is no
entity at the current position, but cannot be connected to nodes I
and L because there should be node B before them. The leaf node
in the left part in Fig. 5 is denoted as the beginning of the sentence,
and the root node in the right part is represented as the ending of
the sentence.

As shown in Fig. 5, for a given input sentence, the proposed
graph model provides two separate labeled paths, i.e., a path that
corresponds to the BIO encoding schema and a path that corre-
sponds to the BILOU encoding schema, respectively. It is worth
mentioning that these two paths are the same; both path label
‘‘Michel Jordan” and ‘‘Bush” as name entity and ‘‘would choose”
as a non-name entity. The only difference is that they use different
encoding schemas. It should be noted that we do not tell the model
whose encoding schema is better for sentences explicit in training
phrase. We just label the sentence with both encoding schema and
let the model learns by itself from the training data. In the decod-
ing step, the model uses the Viterbi algorithm to choose one of the
red paths with the highest feature scores as the final output label
sequence. By using this framework, for a given input sentence,
the model determines the encoding schema automatically, i.e., it
uses either BIO or BILOU. This is the main difference compared to
the conventional CRF model. In the conventional CRF models pre-
sented in Figs. 2–4, there is only one labeled path in the models
that include one particular or none encoding schema. Thus, only
limited information can be used in conventional CRF models. In
real applications, different encoding schema can lead to different
performance due to different models and different sequence-
labeling methods. For instance, in the LVCRF-I model, the input
sentence can be labeled by two encoding schemas simultaneously.
During the learning phase, the model optimizes the parameters to
maximize the probability of both encoding schemas. In the infer-
ence phase, the model outputs the encoding schema with the max-
imal probability. The model learns which encoding schema is
better for a given input sentence by learning from the training
data. The LVCRF-I represents a framework that can achieve better
performance without using hand-crafted features. A similar frame-
work can also be implemented using the other sequence labeling
models, such as the HMM. Therefore, in this framework, the CRF
models can be replaced with the HMM models. Also, this frame-
work can be used in the neural-based sequence labeling models,
such as the LSTM-CRF, by replacing the CRF layers in the neural
CRF models with our framework (LVCRF-I).
4.3. Latent variable CRF-II

The latent variable CRF I can be considered as a sentence level
model because it chooses the encoding schema for each sentence
directly. Compared with the latent variable CRF I, the latent
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variable CRF II represents a word-level model because it chooses
the encoding schema for each word automatically. The proposed
latent variable CRF-II is presented in Fig. 6, where it can be seen
that the proposed graph model consists of two parts.

The LVCRF-II has a similar structure with the LVCRF-I excepts
that there are edges connecting the upper CRF and the bottom
CRF. For example, the upper node B can be connected to bottom
node I, meaning that there is an entity with BIO encoding schema
that starts at the current position and continue to the next token
with BILOU encoding schema, or to node L in the bottom CRF,
denoting there is an entity of a unit length at the current position
with BILOU encoding schema. The difference between LVCRF-I and
LVCRF-II is that LVCRF-II allows the transform of the encoding
schema given a certain input sentence. In LVCRF-I, two separate
labeled paths will guide the model to learn in training phrase. In
the decoding phrase, the model will use Viterbi algorithm (a
dynamic programming algorithm) to choose the labled path with
the highest score. If the model is correctly learned, then one and
only one of the two labeled paths will be outputted. We force
the model to choose a better encoding schema for the whole sen-
tence. Thus, LVCRF-I learn the encoding schema in a sentence level.
Compared with LVCRF-I, The LVCRF-II learns the encoding schema
in a word level since there is a composite labeled path in LVCRF-II
to guide the model learning. This labeled path labels each word
with both BIO encoding schema and BILOU encoding schema,
and allows transformation between each other. It can be seen that
the two labeled paths in LVCRF-I is a subset of the labled paths in
LVCRF-II. Still, only the path with highest feature scores are out-
putted in the decoding phrase. By doing so, more candidate labeled
paths can be considered, and the model can choose the encoding
schema for each word rather than for the whole sentence at once
as LVCRF-I does.

Consider the example shown in 6. For a given input sentence,
there are 2n labeled paths, where n denotes the sentence length.
All these paths are equal, i.e., they all label ‘‘Michel Jordan” and
‘‘Bush” as a name entity and ‘‘would choose” as a non-name entity.
In the decoding step, the proposed model provides a subset of red
lines, where lines are end-to-end connected to each other. As a
Fig. 6. The proposed latent v
result, each word can be labeled using different encoding schemas.
For instance, ‘Michel’ can be labeled as nodes B-P using the BIO
encoding schema, while ‘Jordan’ can be labeled as nodes L-P using
the BILOU encoding schema. .

4.4. Training, inference and decoding

Following the CRF model, we adopt a log-linear approach as our
objective function, which is expressed as:

LðwÞ ¼
X

i

log
X

y0
expðwTf ðxi; y0ÞÞ �

X

i

wTf ðxi; yÞ þ kwTw; ð4Þ

where ðxi; yiÞ refers to sentence xi and the correct labeled path yi,
and the last term represents a L2regularization term with kof
0.01. This objective function can be optimized by the standard
gradient-based methods.

Specifically, for a given input sentence x, the probability of pre-
dicting a possible output sequence yis expressed as:

pðyjxÞ ¼ expðwTf ðx; yÞÞP
y0expðwTf ðx; y0ÞÞ ; ð5Þ

where f ðx; yÞdenotes the feature vector defined over the input–out-
put pair ðx; yÞ, and the weight vector wprovides the model
parameters.

An inside-outside algorithm similar to the one presented in [25]
is used in the inference process. The inference algorithm first cal-
culates the inside score of each node from the leaf to the root node,
and then the outside score from the root to the leaf node. The inter-
nal score is then calculated by summing up the features scores
associated with the edge linking current node and its child nodes,
while the internal score is calculated by the bottom-up (left-to-
right) dynamic programming process. The path score is defined
as a product of the inside score stored in the child node and the
feature score defined over the edge connecting them. The compu-
tation of the outside score can be done in a similar manner from
right to left. The inside (outside) score at a certain step can be cal-
culated with a time complexity of OðN2Þ, where N denotes the
ariable CRF II (LVCRF-II).



J.C.-W. Lin et al. / Neurocomputing 403 (2020) 431–440 437
number of entity types. This is because each node can be connected
with at most 2N nodes (2 for two different encoding schemas), and
there are 2N nodes at each time step(2N � 2N ¼ OðN2Þ). Thus, for an
input sentence with length T and N entity types, the time complex-
ity of the proposed model is OðTN2Þ, which is similar to that of the
conventional CRF models. The Viterbi decoding algorithm (a
dynamic programming algorithm) is utilized to obtain the output
path with the highest probability. The training algorithm is similar
to that utilized in conventional graphic model (forward–backward
algorithm), which is shown as follows:

Algorithm 1 forward-backward algorithm

1: for each epoch do
2: for each batch do
3: (1) Forward pass to compute inside score a
4: (2) Backward pass to compute inside score b
5: (3) Updating model parameters p using a and b
6: end for
7: end for
4.5. Features

We briefly introduce the CRF features to compute G(x,s) in Eq. 2.
Specifically, we consider the following input features.

� Word features: Words that appear around the current position
with a window size of three.

� POS tag features (if available): POS tags that appear around the
current position with a window of size three.

� Word n-gram features:Word n-gram that contain the position,
for n = 2, 3, 4.

� POS n-gram features (if available): POS tags that contain the
current position, for n = 2, 3, 4.

All these features are used both in the conventional CRF based
models and the proposed latent variable models for the purpose
of comparisons. It is worth mentioning that the features used in
this work are simple but still show good performance in terms of
accuracy. However, the aim of this work is to evaluate the effec-
tiveness of the proposed framework rather than feature engineer-
ing. Besides, the motivation of this paper is to present a framework
without task-specific feature engineering.

5. Experimental evaluation

In this section, we evaluate our models on four natural language
processing tasks, i.e., name entity recognition, chunking, reference
parsing and POS tagging. We thoroughly compare the performance
of the proposed latent variable CRF with the conventional
CRF with BIO and BILOU encoding schemas. The developed models
are released in Github (https://github.com/shaoyn0817/LVCRF-
Model-Code). As mentioned before, our model can also be
extended to the neural CRF based model. Thus, the neural CRF
based model (i.e., LSTM-CRF) is also used in the comparison. The
LSTM model utilized in our experiments is a conventional bi-
directional LSTM model with a hidden size of 64. A task-specific
pre-trained word embedding (64 dimension) is utilized as input
of the neural based models. In the comparison, the CRF layer is
replaced with our proposed LVCRF-I and LVCRF-II, obtaining the
LSTM-LVCRF-I and LSTM-LVCRF-II, respectively. The CRF-BIO rep-
resents the conventional CRF with the BIO encoding schema,
whereas the CRF-BILOU represents the conventional CRF with the
BILOU encoding schema. The comparison of the LVCRF-I and
LVCRF-II with the other models is as follows. In comparison, the
models use the same feature as that described in Section 4.5.
5.1. Datasets

In the experiments, standard datasets were used to evaluate the
performance of all the models. Table 1 lists the corpora statistics of
the used datasets.

� Conll2003:We performed the experiments on the named entity
recognition using the English data from a CoNLL 2003 shared
task [17]. This dataset contained four different types of named
entities, i.e., Person, Location, Organization, and Misc.

� BC2GM: We performed the experiments on the BioCreative II
Gene Mention corpus that consisted of 20,000 sentences from
the abstracts of biomedical publications, and it was annotated
for the names of genes, proteins, and related entities using a sin-
gle NE class.

� JNLPBA: We performed experiments on the JNLPBA corpus that
consisted of 2,404 biomedical abstracts and was annotated for
five entity types, i.e., CELL LINE, CELL TYPE, DNA, RNA, and PRO-
TEIN. The corpus was derived from the GENIA corpus entity
annotations for use in the shared task organized in conjunction
with the BioNLP 2004 workshop.

� CHEMDNER: We performed experiments on the BioCreative IV
Chemical and Drug NER 386 corpus [35] that consisted of
10,000 abstracts annotated for mentioning of chemical and drug
387 names using a single class.

� Conll2000: We performed experiments using the English data
on a CoNLL 2000 shared task [23] for the chunking task. The
Wall Street Journal Sections 15–18 from the Penn Treebank
were used for training, and Section 20 was used for the test.

� Cora: We performed experiments on the reference parsing
using the Cora dataset. Cora [36] contained 500 reference
strings labeled by 13 fields, including the author, title, book
title, journal, volume, pages, note, tech, date, editor, location,
institution, and publisher.

� PTB POS: We performed experiments on the POS tagging using
Penn TreeBank (PTB) POS tagging dataset. This dataset contains
30,000 sentences with 45 syntactic label.

5.2. Named entity recognition

Tables 2–5 compare the performance of different models, i.e.,
the NER task on the CoNLL2003, BC2GM, JNLPBA, and CHEMDNER
datasets, where the best performance is marked with underline. As
mentioned previously, the LVCRF-I can be viewed as a combination
of the CRF-BIO and CRF-BILOU, which is why its performance was
robust and outperformed the performances of both the CRF-BIO
and the CRF-BILOU. This result proved that the LVCRF-I could auto-
matically choose the best encoding schema for the input sentence.
We also replaced the CRF layer in the LSTM-CRF model to obtain
the LSTM-LVCRF-I and LSTM-LVCRF-II. It can be seen that the pro-
posed LVCRF-I and LVCRF-II had better performance than the con-
ventional CRF layer. The best performance was achieved by the
LSTM-LVCRF-II. In this work, we propose a framework of the CRF
that uses the encoding schema as a latent variable. The result
showed that the proposed framework could easily outperform
the conventional CRF model, as both an independent model and
a layer in a neural-based model. As expected, the performance of
the LVCRF-II was slightly better than that of the LVCRF-I. The
CRF-BIO and CRF-BILOU exhibited poor performance, so is the per-
formance of the CRF with different encoding schemas.
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Table 1
Corpora Statistics of the used datasets.

Name Task # labels # train # dev # test

CoNLL2003 NER 8 14,987 3,466 3,684
BC2GM NER 3 12,500 2,500 5000
JNLPBA NER 11 18,546 N/A 3,856
CHEMDNER NER 3 2,916 2,907 2,478
CoNLL2000 Chunking 22 8,936 N/A 2,012
Cora Ref parsing 13 500 N/A N/A
PTB POS Ref parsing 45 39831 1699 2415

Table 2
Results on the Conll2003 dataset.

NER task Precision Recall F1

CRF-BIO 84.10 83.59 83.84
CRF-BILOU 83.82 84.36 84.09
LSTM-CRF 90.21 91.38 90.79
LVCRF-I 84.19 84.71 84.46
LVCRF-II 84.15 85.05 84.59
LSTM-LVCRF-I 90.11 92.15 91.12
LSTM-LVCRF-II 90.78 91.89 91.33

Table 3
Results on the BC2GM dataset.

NER task Precision Recall F1

CRF-BIO 86.5 87.88 87.18
CRF-BILOU 86.88 88.05 87.46
LSTM-CRF 89.45 90.36 89.90
LVCRF-I 86.81 89.25 88.01
LVCRF-II 86.78 89.39 88.06
LSTM-LVCRF-I 90.65 91.12 90.88
LSTM-LVCRF-II 90.88 91.82 91.34

Table 4
Results on the JNLPBA dataset.

NER task Precision Recall F1

CRF-BIO 70.23 71.18 70.70
CRF-BILOU 71.01 70.88 70.94
LSTM-CRF 73.34 70.89 72.09
LVCRF-I 71.12 71.01 71.06
LVCRF-II 71.22 71.20 71.20
LSTM-LVCRF-I 73.78 71.21 72.47
LSTM-LVCRF-II 73.26 71.76 72.50

Table 5
Results on the CHEMDNER dataset.

NER task Precision Recall F1

CRF-BIO 82.21 83.92 83.05
CRF-BILOU 82.62 84.16 83.38
LSTM-CRF 84.79 86.21 85.49
LVCRF-I 82.59 84.38 83.47
LVCRF-II 83.71 84.35 84.02
LSTM-LVCRF-I 85.11 86.99 86.03
LSTM-LVCRF-II 85.02 87.35 86.17

Table 6
Results on the CoNLL2000 dataset.

Chunking task Precision Recall F1

CRF-BIO 90.15 89.89 90.01
CRF-BILOU 90.05 89.88 89.96
LSTM-CRF 92.34 90.78 91.55
LVCRF-I 90.12 90.23 90.17
LVCRF-II 90.08 90.41 90.24
LSTM-LVCRF-I 92.72 91.43 92.07
LSTM-LVCRF-II 92.82 92.07 92.44

Table 7
Results on the Cora dataset.

Reference parsing task Precision Recall F1

CRF-BIO 77.92 80.61 79.24
CRF-BILOU 78.35 81.21 79.75
LSTM-CRF 78.99 82.01 80.47
LVCRF-I 78.15 81.56 79.81
LVCRF-II 78.25 81.89 80.02
LSTM-LVCRF-I 79.38 81.78 80.56
LSTM-LVCRF-II 80.12 82.05 81.07
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5.3. Chunking

Table 6 compares the performance of different models in the
chunking task on the CoNLL2000 dataset [10]. As given in Table 6,
the proposed models outperformed the baseline models, the CRF-
BIO, the CRF-BILOU, and the LSTM-CRF. The LVCRF-I and LVCRF-II
achieved the same performances in this task. The CRF with the
BIO encoding schema performed better in the chunking task, while
the CRF with the BILOU encoding schema was better in the named
entity recognition. This was because none of the encoding schemas
was the best for all the cases, so it was necessary to use different
encoding schemas for different input sentences proposed in this
work. On the CoNLL2000 dataset, the LSTM-LVCRF-II also achieved
the best performance among all the models.
5.4. Reference parsing

The reference parsing provides more segment level information
in comparison to the chunking and named entity recognition.
Table 7 compares the performance of the methods in reference
parsing using the Cora dataset [25]. For two compared baseline
models, i.e., the CRF-BIO and the CRF-BILOU, the CRF-BILOU out-
performs the CRF-BIO. This could be due to the fact that the CRF-
BILOU could capture more segmental level information, i.e., bound-
ary words, which was quite important in this task. The perfor-
mance of the two proposed models was quite robust, and they
both outperformed the CRF-BILOU model and the LSTM-CRF
model.
5.5. POS tagging

POS tagging is the task of assigning each word with a syntactic
tag given an input sentence. Compared with the above three tasks
(i.e., reference parsing, chunking and NER), POS tagging has less
segment level information. The performance of the two proposed
models still outperformed the CRF models and the LSTM-CRF mod-
els, which can be observed in Table 8.



Table 8
Results on the Cora dataset.

Reference parsing task Precision Recall F1

CRF-BIO 93.41 95.99 94.68
CRF-BILOU 93.45 95.27 94.35
LSTM-CRF 96.10 95.37 95.73
LVCRF-I 94.22 95.51 94.86
LVCRF-II 94.71 95.19 94.95
LSTM-LVCRF-I 95.92 96.26 96.08
LSTM-LVCRF-II 96.31 95.91 96.11

J.C.-W. Lin et al. / Neurocomputing 403 (2020) 431–440 439
6. Conclusion

This paper studies the sequence labeling problem, which is
often used as a pre-processing step in the natural language pro-
cessing tasks, and it can help machines better understand the
structure or components of a given text. We have carried out in-
depth study on the performance of using different encoding sche-
mas and propose two latent variable CRFs to improve the sequence
labeling performance. The proposed LVCRF-I model can choose the
best encoding schema for a given input sentence, while the pro-
posed LVCRF-II model can choose the best encoding schema for
every word in the input sequence. The effectiveness of the pro-
posed models in several standard sequence labeling tasks on a
few datasets was evaluated experimentally. Our future work will
include the analysis of different encoding schemas, the develop-
ment of new encoding schemas, and the design of an improved
model by composing more encoding schemas as the latent
variable.
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