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Abstract

Despite that previous studies have examined factors that

affect location decisions of enterprise R&D investments,

they have not investigated if regional industry structures

play a role. Responding to this research gap, we analyse

data from Norway and find that location in regions with

increases both the probability and amount of enterprise

R&D investments. Location in regions with related and com-

plementary industry structures, on the contrary, has no

effect. We further find that location in populous regions

spanning a large geographical area increases the probability

of enterprise R&D investments.
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1 | INTRODUCTION

Over the past decades, academic research has paid increasing attention to factors affecting location decisions of enter-

prise R&D investments. Studies have, for instance, examined how regional agglomeration (e.g., Belderbos, Roy, Leten, &

Thijs, 2014; Siedschlag, Smith, Turcu, & Zhang, 2013; Smith, Broberg, &Overgaard, 2002; Yang &Hayakawa, 2015) and

dependence on regional markets (Odagiri & Yasuda, 1996) play a role. Other studies have shown how regional knowl-

edge infrastructure, national talent pool, and political risk explain location decisions of R&D investments (Demirbag &

Glaister, 2010), and Alcácer (2006) found that the location of R&D infrastructure is a function of regional concentration
- - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -
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of similar activities. Yet, despite that numerous studies have examined location decisions of enterprise R&D invest-

ments, previous research has not explicitly examined if regional industry structures play a role.

Responding to this research gap, we study in this paper if location decisions of enterprise R&D investments are a

function of related or unrelated regional industry structures. Related regional industry structures are complementary

having an overlapping knowledge base, whereas unrelated structures are fragmented with limited potential for com-

plementarity and knowledge overlap (Frenken, Van Oort, & Verburg, 2007). Scholars have argued, in particular within

the field of economic geography, that regional industry structures play a crucial role as carriers of innovation perfor-

mance and productivity in the local economy (e.g., Aarstad, Kvitastein, & Jakobsen, 2016a). It is therefore surprising

that location decisions of enterprise R&D investments have not received explicit attention within this broad field of

research. We thus argue that our study adds an important contribution to research streams examining location

decisions of enterprise R&D investments and characteristics of regional industry structures.

In addition to be of academic and scholarly interest, we furthermore argue that our study has relevance for prac-

titioners and industry stakeholders. Analysing factors that affect location decisions of enterprise R&D investments

can increase our knowledge about strategic management behaviour and explain where crucial resources are

channelled. R&D investments moreover create employment opportunities for a highly skilled workforce, which can

have further local spillover effects. Specifically, research has shown that R&D investments are a strong driver of

productivity growth and innovation performance in the regional economy (e.g., Vogel, 2015). Overall, there is a large

volume of research emphasising that innovation performance is a function of R&D investments (e.g., Bhattacharya &

Bloch, 2004; Britton, 2003; Moreno, Paci, & Usai, 2005; Shefer & Frenkel, 2005; Sun, 2002; Tsai, 2001; Yang & Lin,

2012). Gaining knowledge about how regional industry structures may affect location decisions of enterprise R&D

investments is accordingly crucial for both managers, policy‐makers, and other stakeholders, we argue.

This is a multilevel study where location decisions of enterprise R&D investments, as a lower‐level unit, is a func-

tion of regional industry structures, as a higher‐level unit. The scholarly literature on multilevel research was

pioneered by Lawrence Jr. and Iversen (1979), and the approach has since received much attention among

researchers, both theoretically, conceptually and methodologically (e.g., Hundt & Sternberg, 2016; Klein, Danserau,

& Hall, 1994; Leslie, 2017; Raudenbush & Bryk, 2002; Rousseau, 1985). While most social science studies normally

focus at one particular level of analysis, for example, enterprise level or regional level, respectively, multilevel studies,

on the other hand, empower the ability to assess how lower‐level units respond, behave or act as a function of the

context, that is, characteristics of higher‐level units, in which they are embedded. In our econometric modelling, we

follow Statistics Norway's division of the country into 89 economic regions, which corresponds to the EU's classifi-

cation of local administrative units (LAU‐1). Other studies follow a similar division of economic regions (e.g., Kowalski

& Marcinkowski, 2014; Ogdul, 2010; Ottaviano & Pinelli, 2006). In the multilevel analyses, the industry structure is a

constant for all enterprises that operate within a particular economic region, while it varies between them.

Below, we first review the concepts of related and unrelated variety, and next, we elaborate and argue how

these two dimensions of regional industry structures may affect location decisions of enterprise R&D investments.

In the following sections, we test our theoretical arguments empirically by analysing a large‐scale dataset from the

2010 Norwegian Community Innovation Survey (CIS). In the final section, we discuss the empirical findings, address

the study's limitations, and suggest avenues for future research.
2 | THEORY

2.1 | Regional industry structures and the concepts of related and unrelated variety – a
condensed literature review

Marshall (1890) was a pioneer in the study of regional industry structures as a potential vehicle for local develop-

ment. He emphasized that regional industry specialization is optimal for value creation because it induces economies
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of scale and efficient local economic transactions. Jacobs (1969) has later challenged Marshall's view and argued that

industry diversity is preferable because it provides variety and diversification enabling knowledge externalities that

can result in innovative products and services in the marketplace. In the scholarly literature, both the perspectives

of Marshal and Jacobs have received much attention, yet, there is no consensus as to whether regional industry

specialization or diversification is preferable for the local economy (see for instance Beaudry & Schiffauerova,

2009; Groot, Poot, & Smit, 2016; Glaeser, Kallal, Scheinkman, & Shleifer, 1992; Porter, 2000).

Frenken et al. (2007) have, in our opinion, played a crucial role in the debate concerning regional industry struc-

tures by emphasizing that diversification is not a one‐dimensional, but a two‐dimensional construct labelled related

and unrelated variety or diversity. Following Frenken et al., we have defined related variety as regional industry struc-

tures having complementary and overlapping knowledge base, while unrelated variety means fragmented structures

with limited potential for complementarity and knowledge overlap.

Aarstad et al. (2016a) found that a regional industry of related variety increased the probability of enterprise

product innovation, and other publications report similar findings (Castaldi, Frenken, & Los, 2015; Tavassoli &

Carbonara, 2014). A likely explanation of positive innovation effects from related variety is the possibility to recom-

bine resources from different complementary and overlapping perspectives (Burt, 1992, 2004). Boschma, Minondo,

and Navarro (2012) and Frenken et al. (2007) moreover showed that related variety increased economic growth in

Spanish and Dutch regions, respectively, and in a recent review, Content and Frenken (2016) likewise concluded that

related variety has an overall positive performance effect.

An unrelated and fragmented industry structure (Frenken et al., 2007), on the other hand, may preclude the

probability of recombining resources from different perspectives, due to limited complementarity and knowledge

overlap in the regional economy. Castaldi et al. (2015) nevertheless showed that unrelatedness could induce radical

or disruptive innovations, probably because of the possibility to recombine very different ideas from very different

perspectives. In a similar vein, Frenken et al. (2007) showed positive effects from unrelated regional industry

structures by inducing regional robustness to increases in unemployment. Aarstad et al. (2016a), on the other hand,

found that unrelated variety had a negative effect on enterprise productivity, probably because of the preclusion of

local competition (cf. Porter, 2000) and the hampering of economies of scale caused by fragmented regional industry

structures (cf. Boschma, 2005).

Taken together, regions with related variety can increase innovation performance (Aarstad et al., 2016a; Castaldi

et al., 2015; Tavassoli & Carbonara, 2014) and economic growth (Boschma et al., 2012; Content & Frenken, 2016).

Regions with unrelated variety are robust to increases in unemployment (Frenken et al., 2007), can be prone to

develop disruptive innovations (Castaldi et al., 2015), but have a negative effect on enterprise productivity (Aarstad

et al., 2016a).
2.2 | Location decisions of enterprise R&D investments as a function of related and
unrelated variety

Despite numerous contributions having examined regional industry structures in general, and recently also related

and unrelated structures in particular, they have not studied location decisions of enterprise R&D investments.

We, therefore, lack a comprehensive theoretical or empirical framework that can partake to explain the potential

effect of related and unrelated variety in this regard. Other studies that, indeed, have examined location decisions

of R&D investments (e.g., Alcácer, 2006; Belderbos et al., 2014; Demirbag & Glaister, 2010; Odagiri & Yasuda,

1996; Siedschlag et al., 2013; Smith et al., 2002; Yang & Hayakawa, 2015), are similarly silent about the role played

by regional industry structures. In the following, we will nonetheless aim to address a few arguments that may shed

some conceptual light on the research question that we address in this paper.

We have referred to studies finding that regional industry structures of related variety increase innovation per-

formance. In other words, such regional industry structures represent a benign context for the development and

introduction of new products or services at the marketplace. This may be attractive for enterprises in their pursuits
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of gaining maximum innovative performance from their R&D investments. We have also referred to Castaldi et al.

(2015) showing that unrelatedness induced radical or disruptive innovations, probably because of the possibility to

recombine very different ideas from very different perspectives. In other words, we cannot rule out that a regional

industry structure of unrelated variety may also appear to be a benign location for enterprise R&D investments.

Having said this, we do acknowledge that innovation in regions with unrelated variety may be a function of accidental

events recombining knowledge from very different perspectives instead of a systematic approach to developing new

products. In other words, finding that unrelatedness can induce radical innovation may not per se affect location

decisions of enterprise R&D investments. We, therefore, conclude so far that both regional industry structures of

related and unrelated variety may affect location decisions enterprise R&D investments, yet we assume that related

variety has a stronger effect than unrelated variety.

Issues other than potential innovation performance can further induce location decisions of enterprise R&D

investments in regions with related or unrelated industry structures. Regional population size (in number of inhabi-

tants) is associated with both related and unrelated variety (Aarstad et al., 2016a), but populated regions also affect

location decisions of enterprise R&D investments, due to proximity to research‐based infrastructure, low transporta-

tion costs and abundant demand and supply of factor inputs (cf. Belderbos et al., 2014; Krugman, 1991; Siedschlag

et al., 2013; Smith et al., 2002; Yang & Hayakawa, 2015). It is therefore not far‐fetched to assume that R&D invest-

ments in populous regions may spill over and be partly absorbed by either related or unrelated industry structures.

Institutional forces can furthermore cement decisions of R&D investments in regions of related or unrelated variety,

independent of whether such decisions are genuinely rational or not (please see Scott, 2014 for a review and

explanation of institutional carriers of organizational behaviour).

Political forces may also affect the channelling of enterprise R&D investments into certain regional industry

structures. In Norway, parts of enterprises' R&D funding are often publicly financed, either through direct grants or

as government provided loans, and certain R&D investments are furthermore eligible for tax deductions. Location deci-

sions of enterprise R&D investments may, therefore, deviate when it comes to being distributed into different regional

industry structures depending onwhether or not they are privately or publicly funded. Aarstad et al. (2016a) found that

unrelated regional industry structures hamper enterprise productivity, we have noted, and which may legitimise a

political rationale to channel R&D investments into such regions in an aim to offset their inferior performance.

Taken together, in this section we have theorised in what ways regional industry structures of related and

unrelated variety may affect location decisions of enterprise R&D investments. Below, we elaborate the empirical

context and the methodology that we apply to test the theoretical arguments.
3 | METHODOLOGY

3.1 | Research context and data

To study our research question, we analyse data from the Norwegian part of the 2010 Community Innovation

Survey, collected by Statistics Norway in collaboration with Eurostat. The Community Innovation Survey is compre-

hensive gathering data from enterprises in most industries from all parts of the country. The survey, moreover,

includes data from small‐sized enterprises, with a minimum of five employees, to large‐sized enterprises. The initial

part of the 2010 Community Innovation Survey requests enterprises to report data on R&D investments, which

partakes to provide valid data on this critical variable. Data from the Community Innovation Survey have moreover

been applied in numerous academic studies in many different national contexts (e.g., Dautel & Walther, 2014; Smit,

Abreu, & de Groot, 2015; Wixe, 2016).

Participation in the Norwegian part of the 2010 Community Innovation Survey was mandatory for selected

enterprises, which minimises non‐responding bias in the data (Armstrong & Overton, 1977). The survey includes all

enterprises in Norway with at least 50 employees, and a selected sample of smaller enterprises (Wilhelmsen & Foyn,
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2012, explain in detail the sampling procedure for the survey). The sample includes about one‐third of all enterprises

in Norway employing about two‐thirds of the work stock in the private sector in the country.
3.2 | Dependent variable and enterprise level control variables

We model the dependent variable as enterprise R&D investments measured in 1,000 NOK (Norwegian Kroner) in

2010.We control for whether an enterprise is multidivisional or not (dummy) and the size of the number of employees.

Some industries may invest more in R&D than others, so we control for random effects of enterprises operating (or

being nested) in particular industries. In fact, we control for random effects of enterprises operating (or being nested)

in particular industries that are located (or nested in) particular regions. Below, we further explain this issue.
3.3 | Independent and control variables at region level

We have noted that region variables are constant for all enterprises located in a particular region and vary between

them. Statistics Norway divides the country into 89 economic regions, and we have also noted that the division

corresponds to the European Union's grouping of local administrative units at level one (LAU‐1). The 2010

Community Innovation Survey identifies the regional location of each enterprise for the study.

Related and unrelated variety of the regional industry structure (at a regional level) are independent variables,

and we use Shannon's (1948a, 1948b) entropy measure of surveyed enterprises' nomenclature of economic activities

(NACE) codes to model the concepts. In total, we use NACE codes from 6,589 surveyed enterprises located within

each economic region, respectively, to model related and unrelated variety (at a regional level).

“To examine empirically the effect of related or unrelated variety [at a regional level] is not a trivial matter…,” “[yet

the] main advantage of the entropymeasure… is that entropy can be decomposed at each sectoral digit [or NACE code]

level,” according to Frenken et al. (2007, p. 689). To model unrelated variety at a regional level, we use NACE codes at

level two, which identifies enterprises operating within a particular industry division (e.g., the manufacture of textiles,

food products, furniture, and computers, respectively) in a particular region. Level two is a relatively crude measure to

distinguish between enterprises that operate in industries that differ substantially from each other. It, therefore,

captures regional unrelated variety or unrelated diversity, we argue, and Frenken et al. (2007) have suggested a similar

approach. Formally, we define the entropy concept of regional unrelated variety as follows:

Regional unrelated variety UVð Þ ¼ ∑
p

k¼1
skr ln

1
skr

� �
;

in which skr is the share of enterprises in class k (NACE code at level two) in region r. If skr = 0, it means that ln(1/skr) = 0.

The p is the number of observed NACE codes at level two.1
1Frenken et al. use binary or base 2 logarithm (log2) while we use natural or base e logarithm (ln). The relationship between log2 and ln

is as follows: log2X = (1/ln2)*lnX ≈ 1.44*lnX, i.e. a constant of about 1.44, which does not alter any statistical conclusion. Frenken

et al. moreover use the share of employment within each NACE code, but we argue that such an approach discriminates against

the prevalence of small and medium sized enterprises in the regional economy, namely, an enterprise with 1,000 employees will con-

tribute as much to (and deflate) the entropy measure as will 100 enterprises with 10 employees each that are located in the same

region. In particular, this is critical in a Norwegian context, due to the relatively strong presence of small and medium sized enterprises

in the regional economy. However, we do acknowledge that, anything else being equal, enterprises with many employees should play

a larger role than enterprises with few employees when modelling concepts of regional industry structures, and the sampling proce-

dure for the CIS 2010 survey takes account of this issue: all enterprises with 50 or more employees were sampled, we have noted,

43% of enterprises with 20–49 employees were randomly sampled, 25% of enterprises with 10–19 enterprises were randomly sam-

pled, and 19% of enterprises with 5–9 employees were randomly sampled (for details, see Wilhelmsen & Foyn, 2012, p. 37). In other

words, larger enterprises have a larger share in the sample than smaller enterprises have. Aarstad et al. (2016a) use the same

measures of regional industry structures as is used in this study. Fitjar and Timmermans (2017) have moreover suggested refined

measures of regional industry structures and that differ from the Frenken et al. methodology.



6 AARSTAD ET AL.
To model related variety at a regional level, we first use NACE codes at level five, which identifies the finest

grained distinction of industry classes, and carry out similar entropy measures as described above (except that we

apply NACE codes at level five instead of at level two). Next, we subtract unrelated variety from the equation (to

“take out” this effect). Formally, we define the entropy concept of related variety as follows:

Regional related variety RVð Þ ¼ ∑
P

m¼1
lmr ln

1
lmr

� �
−UV;

in which lmr is the share of enterprises in class m (NACE code at level five) in region r. If lmr = 0, it means that

ln(1/lmr) = 0. The P is the number of observed NACE codes at level five. Frenken et al. (2007) follow a similar

procedure to model related variety (but please see footnote 1, which informs about how we have modified the

measure).

Related and unrelated variety embody the total regional industry variety or diversity (TV) and is, conversely,

decomposed into the two components of related variety (RV) and unrelated variety (UV); TV = RV + UV (also see

Aarstad, Kvitastein, & Jakobsen, 2016b for further explanations). Thus, low values of related and unrelated variety

depict regional industry specialization.

We control for each region's population size in number of inhabitants (multiplied by 1,000) as of the first quarter

of 2008 and each region's geographical area in square kilometres. Populated regions, we have argued, can attract

enterprise R&D investments because of abundant supply and demand factors, access to research‐based infrastruc-

ture, and low transportation costs. Geographically large regions decrease, anything else being equal, geographical

proximity, which may decrease the overall efficiency of the regional economy (Boschma, 2005). As a consequence,

this may induce a disincentive for enterprises to invest in R&D in geographically large regions. To take further

account of regional heterogeneity in our data, we also model an interaction term between regional population size

and regional geographical size. Some populous regions in central parts of Eastern Norway are relatively small in geo-

graphical size, while some populous regions in Western Norway, Mid‐Norway, and partly also Southern Norway, are

relatively large in geographical size. Populous, but geographically small regions in central parts of Eastern Norway,

have a relatively large service sector, while populous but geographically large regions Western Norway, Mid‐Norway,

and Southern Norway, have a relatively large manufacturing industry sector. We, therefore, argue that modelling an

interaction term between regional population size and regional geographical size may be a relevant proxy parameter

to take account of possible heterogeneity in our data, and which NACE codes may not take full account of.

Concerning regions with relatively low population, some span a relatively large geographical area, in particular in

Northern Norway and North‐East Norway, while others span a relatively small geographical area. The latter group

is mainly located in central parts of Eastern Norway and are in geographical proximity to other more populous

regions. This combination of regions with relatively low population, but differing in geographical size, further legiti-

mises the modelling of an interaction term between regional population size and regional geographical area, we

argue. Statistics Norway provided the data on regions' population size and geographical area.

3.4 | Econometric modelling

In the econometric modelling, we apply a random‐intercept mixed‐effects (or hierarchical) model with three

nested levels. Level‐one units are enterprises, level‐two units are industries in which enterprises are nested (NACE

codes at level two), and level‐three units are regions in which industries are nested. The model is displayed as follows:

Yikr ¼ þ β0kr þ β0r þ ∑
s

h¼1
βhxhikr þ Rikr ; (1)

where Yikr is the dependent variable – enterprise R&D investments – for (level‐one unit) enterprise i, operating or

nested in (level‐two unit) industry k, and located or nested in (level‐three) region r. The β0kr indicates that the inter-

cept varies between industries nested in regions, and the β0r indicates that the intercept varies between regions.
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The xhikr are independent or explanatory variables, and the Rikr are enterprise (level‐one) residuals (or error terms).

Assuming that the β0kr and β0r follow a normal distribution with variance τ0, we have:

β0r þ β0kr ¼ β0 þ U0kr þ V0r (2)

where the U0kr ~ N(0,τ0) and V0r ~ N(0,τ0). Equation 2 accounts for the enterprise variation within industries nested in

regions (U0kr) and enterprise variation within regions (V0r). Substituting Equation 2 into Equation 1, we get:

Yikr ¼ β0 þ ∑
s

h¼1
βhxhikr þ Rikr þ U0kr þ V0r; (3)

where the βh are fixed effects (or “ordinary”) regression coefficients, whereas the Rikr, U0kr, and V0r are random effects

(for further readings on mixed‐effects or hierarchical multilevel models, see for instance Raudenbush & Bryk, 2002;

Snijders, 2011).

Due to many enterprises with zero R&D investments, the dependent variable is left‐censored. We, therefore, pri-

marily use multilevel mixed‐effects tobit regression, which is now possible to estimate in Stata 15 (StataCorp., 2017).2

Tobit regression with censored data was pioneered by Tobin (1958) and has received much attention in the econo-

metric literature (e.g., Cameron & Trivedi, 2010; Wooldridge, 2010). In a left‐censored multilevel mixed‐effects tobit

model with three nested levels and zero as the lowest (left‐censored) value, the observed dependent variable, Yikr,

pertains to the partly unobserved latent dependent variable, Yikr
* , as follows:

Yikr ¼
Yikr

*

0

if Yikr
* > 0

if Yikr
* ≤ 0:

(

We can assume an enterprise has a latent (unobserved) need or demand for R&D investments, labelled as Yikr
* , but

which is only observable for positive values. I.e., an enterprise with zero R&D investments may or may not have a

latent (unobserved) need or demand for R&D investments, but without any positive observation whatsoever (cf. a

person with a strong need or demand to buy a house, but unable to purchase, is as much having zero purchase as

another person with a low or absent need or demand). (Please see for instance Cameron & Trivedi, 2010.)
4 | RESULTS

4.1 | Log‐transforming and descriptive statistics

We log‐transform the variables using the natural logarithm (except for the binary variable indicating whether an

enterprise is multidivisional or not). For the dependent variable, enterprise R&D investments, we add the constant

one before log‐transforming it, due to the inclusion of zero values. One region has zero related variety, and for this

variable also, we add the constant one before log‐transforming it. To model the interaction between regional

population size and regional geographical size, we follow Cronbach's (1987) recommendation to mean‐centre the

log‐transformed parameters before multiplying them.

Table 1 reports descriptive statistics and correlations between the variables for the study. Absolute values of

skewness and kurtosis do not exceed critical values (since multidivisional enterprise is binary, we do not report

skewness and kurtosis for this variable). We observe that some regional level variables, in particular between related

variety and regional population size, correlate strongly, and which may cause challenges in the econometric modelling

concerning multicollinearity (see for instance O'Brien, 2007). Below, we explain how we deal with this issue.
2In the Results section, we also report some multilevel mixed‐effects logit and linear regressions. Logit regressions distinguish

between enterprises that do and do not invest in R&D, while linear regressions measure the amount invested (and therefore only

include enterprises with positive R&D investments). In other words, logit models estimate the probability of enterprise R&D invest-

ment and linear models estimate the amount invested (among those who actually do invest in R&D).
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4.2 | Multilevel mixed‐effects tobit regressions

InTable2,wepresent theresultsof themultilevelmixed‐effects tobit regressionswithenterpriseR&Dinvestmentsas the

dependent variable. Model 1 reports, for illustrative purposes, a multilevel regression excluding independent variables

(i.e., s = 0, according to Equation 1 and 3). We observe that the parameters for the level‐two random effect (enterprises

nested in industries) and level‐three random effect (industries nested in regions) are considerably higher than their

standard errors. In particular, this is the case for the level‐two random effect (enterprises nested in industries).3 The

findings are indicative of nested or clustered random effects at the aforementioned levels. The log likelihood ratio

(LR) test assesses whether the mixed‐effects multilevel tobit model has better model fit than a one‐level tobit model

excluding the level‐two and level‐three random effects, and a strongly significant χ2 shows that this is the case.

Model 2 includes the control variables for this study only. We find that multidivisional enterprises tend to have

relatively low R&D investments (yet after controlling for enterprise size in number of employees), while large enter-

prises regarding the number of employees (unsurprisingly) tend to have relatively high R&D investments.4 The effects

of multidivisional enterprises and enterprise size on R&D investments are consistent with the following models that

we report. Location in populous regions has a borderline significant, positive effect on enterprise R&D investments,

while the effect of regional geographical size is non‐significant. Significant, positive interaction effect between

regional population size and regional geographical size implies that location in populous regions spanning a large geo-

graphical area has a positive effect enterprise R&D investments. The interaction effect is consistent in the following

models where included. The level‐three random effect (industries nested in regions) is reduced in model 2, as com-

pared to model 1. It indicates that some of the effects of particular R&D intensive industries located or nested in par-

ticular regions are absorbed by the control variables (please also see footnote 3). The level‐two random effect

(enterprises nested in industries) is relatively unaffected. An LR test reporting a significant χ2 shows that the

mixed‐effects multilevel tobit model (still) has better model fit than a one‐level tobit model excluding the random

effects. We furthermore observe in model 2 that a significant Wald χ2 is indicative of robust model fit as compared

to model 1, which excludes control variables. The Wald χ2 is furthermore significant and consistent with the following

models that we report. The random effects and the LR comparing one‐level vs multilevel tobit regressions we

observe in model 2 are also consistent with the following models that we report.

Model 3 includes related variety as an independent variable, and the parameter receives negative but non‐

significant support. The LR test (reported at the bottom of Table 2), comparing model fit between model 3 and model

2, likewise reveals non‐significant (n.s.) support. Thus, model 3 is not significantly improved as compared to model 2.

We have noted that related variety correlates strongly with regional population size (seeTable 1), and which is a pos-

sible reason for the increase in the standard error of the regional population size parameter and the non‐significant

effect that we observe in model 3. Since the parameter of regional population size is non‐significant, and possibly

causing multicollinearity problems and regional geographical size is also non‐significant, we omit them in model 4.5

The revised model (model 4) shows that the parameter of related variety is positive but non‐significant.6 Model 5
3In an unreported model that excludes the random effect parameter of enterprises nested in industries, the random effect of enter-

prises nested in regions is considerably stronger than the random effect of industries nested in regions. This indicates that some of

the regional random effect (of industries nested in regions) is absorbed by a prevalence of enterprises operating in particular R&D

intensive industries that are located in particular regions.

4The substantial interpretation of significant parameters is not straight forward in tobit regression (McDonald & Moffitt, 1980), and

we address this issue in subsection 4.3.

5We are aware that it may be of concern to omit the regional population size (POP) and the regional geographical size (REG) param-

eters while retaining the POP × REG interaction in model 4 (and also in later models). However, due to the inclusion of the POP and

REG parameters in model 3 and the aforementioned arguments concerning their exclusion in model 4, we find it defendable. The POP

× REG interaction is also consistent in all models where included, independent of whether POP and REG are included or not. In addi-

tion, we will later present models that exclude the POP × REG interaction altogether.

6In unreported models, we have also added an interaction term between regional population size and related variety to the param-

eters reported in models 3 and 4, but model fit is not improved and the interaction term is non‐significant while the interaction term

between regional population size and regional geographical size remains significant.
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excludes all region parameters, except for related variety, and we observe that it receives significant positive support.

We discuss this finding at the end of the section.

Model 6 includes unrelated variety as an independent variable, and we observe that the parameter has a signif-

icant, positive effect on the dependent variable. The LR test (reported at the bottom of Table 2), comparing model fit

between model 6 and model 2, likewise reveals significant support. Thus, model 6 is significantly improved as com-

pared to model 2. Including unrelated variety as an independent variable, we moreover observe that regional popu-

lation size has a negative, albeit non‐significant effect, which is the opposite of what we observed in model 2 and 3.

Multicollinearity, that is, the high correlation between regional population size and unrelated variety (cf. Table 1), may

explain this issue. Following the previous arguing, we omit the parameters of regional population size and regional

geographical size in model 7 and observe that unrelated variety still receives significant support (observing that

the effect size of unrelated variety is lower in model 7 than in model 6 is possibly due to multicollinearity in model

6). In model 8, we include related variety as an independent variable, and in model 9, we exclude the interaction term

between regional population size and regional geographical size. In both models 8 and 9, we observe that the param-

eter of unrelated variety receives significant support, while related variety is non‐significant. In model 10, we exclude

all region parameters, except for unrelated variety, and observe that it receives strong and significant support. The

effect size of unrelated variety in model 10 does not deviate much from what we observed in models 7–9.

Related variety only receives significant, positive support when included as the single region variable (model 5).

In all other models where included, it receives non‐significant support (models 3, 4, 8 and 9). We, therefore, conclude

that regional industry structures of related variety do not affect location decisions of enterprise R&D investments.

Unrelated variety receives significant, positive support in all models where included (models 6–10). We, therefore,

conclude that regional industry structures of unrelated variety have a positive effect on location decisions of enter-

prise R&D investments.
4.3 | Estimation of marginal effects

The substantial interpretation of significant parameters is not straightforward in tobit regression (McDonald &

Moffitt, 1980), we have noted (in footnote 4), but estimations of marginal effects in censored tobit regression can

provide genuine information about regressors of interest. In Table 3, we replicate for clarity data from model 7 in

Table 2 (which includes significant parameters only, and none of which correlate strongly with unrelated variety

eliminating a potential problem of multicollinearity). In the two following models, we report average marginal effects

for the censored (model 7′) and the truncated outcome (model 7″). Both model 7′ and 7″ are based on regression

estimates in model 7 inTable 2 (please see Cameron & Trivedi, 2010, 541–544 for a detailed explanation of censored

and truncated marginal effects).

Concerning unrelated variety, model 7′ reports that a 1% change in the parameter changes, on average, the

actual enterprise R&D investments with 1.61% for the censored outcome that includes zero values of R&D invest-

ments (due to the log‐transforming of the variables we can interpret changes in percentage). For the truncated

outcome, which omits the zero value of R&D investments, model 7″ reports that a 1% change in unrelated variety

changes, on average, the actual enterprise R&D investments with 1.57% (that is, a little lower than for the censored

outcome that includes zero values of R&D investments).

While model 7′ and 7″ report average changes in actual enterprise R&D investments as a function of changes in

unrelated variety, Figure 1 reports changes in actual enterprise R&D investments for different values for unrelated

variety. We observe that for both the censored outcome (the left part of the figure) and the truncated outcome

(the right part of the figure) the change in enterprise R&D investments is lowest for the lowest values of unrelated

variety and highest for the highest values of unrelated variety. Despite this dissimilarity, all values of unrelated variety

have a positive, significant effect on location decisions of enterprise R&D investments, and which is depicted by 95%

confidence intervals far above zero in Figure 1.



TABLE 3 Multilevel mixed–effects tobit regressions with enterprise R&D investments as the dependent variable –
average marginal effects for the censored (model 7′) and the truncated (model 7′′) outcome (for clarity, model 7 is a
replicate of model 7 in Table 2)

Model → 7 7′ 7′′

Enterprise variables

Multidivisional enterprise −1.05* −0.256* −0.250*

(0.507) (0.125) (0.121)

Size/number of employees 2.37*** .581*** .568***

(0.162) (0.045) (0.040)

Region variables

POP × REG .656** .161** .157**

(0.247) (0.060) (0.059)

Unrelated variety 6.52** 1.60** 1.56**

(2.24) (0.571) (0.546)

Notes: Two‐tailed tests of significance. *p < .05, **p < .01, ***p < .001. Standard error in parentheses. N = 6,584 (uncen-
sored = 1,501, left‐censored = 5,083). The number of industries within regions is 2010. All independent variables, except
for multidivisional enterprise (as a binary variable), are log–transformed using natural logarithm. Model 7 reports regression
coefficients (identical with model 7 inTable 2), model 7′ reports average marginal effects for the censored outcome (how the
observed variable Yikr, which includes zero values, changes with respect to the independent variables) and model 7′′ reports
average marginal effects for the truncated outcome (how the observed variable Y*

ikr , which excludes zero values, changes
with respect to the independent variables).

FIGURE 1 Marginal effects on enterprise R&D investments for different values of unrelated variety
Note: 95% confidence interval. Estimates are based on model 7 in Table 2
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Returning toTable 3, it moreover informs that multidivisional enterprises invest 25.6% less for the censored out-

come (model 7′) and 25.0% less for the truncated outcome (model 7′′) in R&D than single‐divisional enterprises do.7

A likely interpretation is that multidivisional enterprises concentrate R&D investments in one or a few divisions. We

moreover observe that a 1% increase in enterprise size in the number of employees increases, on average, enterprise

R&D investments with 0.581% for the censored outcome (model 7′) and 0.568% for the truncated outcome (model

7′′). Thus, whereas enterprise size (unsurprisingly) has a genuinely positive effect on R&D investments, we see at the

same time that R&D investments per employee decrease as enterprise size in the number of employees increases. A

plausible explanation is that large enterprises with many employees may economise on R&D investments or they

concentrate R&D investments in one or a few units. Finally, a one‐unit increase in the interaction term between

regional population size and regional geographical size increases, on average, enterprise R&D investments with

0.161% for the censored outcome (model 7′) and 0.157% for the truncated outcome (model 7′′). The substantial

interpretation of the interaction term can be challenging to explain, but it nonetheless shows that location

in populous regions spanning a large geographical area increases enterprise R&D investments (please also see

footnote 5).
4.4 | Multilevel mixed‐effects logit and linear regressions in separate models

In Table 4, we present replications of models 3 and 6 in Table 2, but with the important distinction that model

3a and 6a report multilevel mixed‐effects logit regressions and models 3b and 6b report multilevel mixed‐effects

linear regressions. Logit regressions distinguish between enterprises that do and do not invest in R&D, while

linear regressions measure the amount invested (and therefore only include enterprises with positive R&D

investments). In other words, the logit models (models 3a and 6a) estimate the probability of enterprise R&D

investment and the linear models (models 3b and 6b) estimate the amount invested (for those who do invest

in R&D).

We observe in models 3a and 3b that related variety has a non‐significant effect on location decisions of enter-

prise R&D investments, both concerning the probability to invest and amount invested. Models 6a and 6b, on the

other hand, report that unrelated variety has a significant positive effect on location decisions of enterprise R&D

investments, both concerning the probability to invest and amount invested (p = 0.015 in model 6b). The findings

are in line with what we have reported earlier.

Findings concerning the control variables enterprise size in number of employees and whether an enterprise is

multidivisional or not are also in line with what we have reported earlier. The control variable regional population size

has a positive effect on location decisions of enterprise R&D investment concerning the amount invested (significant

effect in model 3b), but the effect is mediated by unrelated variety (non‐significant effect in model 6b). Significant

positive interaction effects between regional population size and regional geographical size, reported in models 3a

and 6a, are in line with what we have reported earlier and implies that location in populous regions spanning a large

geographical area increases the probability of enterprise R&D investments. However, the non‐significant effect,

reported in models 3b and 6b, implies that location in populous regions spanning a large geographical area does

not increase the very amount of enterprise R&D investments (among those who do invest in R&D). We finally

observe in model 6b that regional geographical size has a borderline significant negative effect on location decisions

of enterprise R&D investments.
7It may be counterintuitive to find that multidivisional enterprises have relatively low R&D investments, but when omitting enterprise

size as independent variable in an unreported model, we find that multidivisional enterprises have a positive significant effect on

enterprise R&D investments. In other words, multidivisional enterprises tend have larger R&D investments than single‐divisional
enterprises, but it is not single‐divisional vs. multidivisional enterprise form that affects R&D investment, but rather enterprise size

in number of employees.
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5 | CONCLUSION

5.1 | Discussion of the empirical results

This paper aimed to study if regional industry structures affect location decisions of enterprise R&D investments.

Analysing data from Norway, we found that location in regions with unrelated, diversified, and fragmented industry

structures increases both the probability and amount of enterprise R&D investments, while the location in regions

with related and complementary structures has no effect.

An explanation of the positive findings from regions with unrelated structures is that, because of the possibility

to recombine very different ideas from very different perspectives, enterprises anticipate R&D investments to induce

radical innovations there (cf. Castaldi et al., 2015). However, we have speculated earlier, that due to the randomness

and the rareness of successful innovations in such regional contexts, we do not strongly believe that this in itself will

influence location decisions of enterprise R&D investments. The strong positive association between regional popu-

lation size and an unrelated regional industry structures, which Aarstad et al. (2016a) have described, can be another

explanation of unrelated structures' positive effect on location decisions of enterprise R&D investments; R&D invest-

ments in populous regions may diffuse or partly spill over into unrelated structures. Institutional factors can, also,

affect location decisions of enterprise R&D investments in regions with unrelated industry structures, independent

of whether they are rational or irrational (cf. Scott, 2014). A final explanation of the reported findings can be that

political factors affect the funnelling of enterprise R&D investments into particular regional industry structures in

Norway, as funding often comes from public programmes. Political factors may, for instance, affect the distribution

of R&D investments into regions with unrelated industry structures in an attempt to offset or compensate for

unfavourable factor conditions concerning enterprise development (cf. Aarstad et al., 2016a who found that

unrelated regional industry structures were detrimental to enterprise productivity).

Some of the explanations of unrelated variety's positive effect on location decisions of enterprise R&D invest-

ments can also be attributed to related and complementary regional industry structures, yet our analyses showed that

this was not the case. We have no clear understanding of why we did not find any effects, but a plausible explanation

is that institutional and political factors may play a stronger role in regions with unrelated industry structures than in

regions with related structures.

Our empirical findings also showed that location in populous regions spanning a large geographical area increases

the probability of enterprise R&D investments. One way to interpret the finding is that enterprise location in

unpopulous regions spanning a large geographical area, mainly in Northern Norway and North‐East Norway, have

a low probability of R&D investments. A likely reason is a combination of limited research‐based infrastructure and

demand and supply of factor inputs in unpopulous regions along with relatively large geographical distance to other

regions (because of regional size). These factors in combination appear to discourage the probability of enterprise

R&D investments.
5.2 | Limitations and future research

A limitation of the study is its cross‐sectional research design. Wixe (2015, p. 8), nonetheless asserts that “regional

characteristics have a tendency to change slowly over time,” which induces that regional industry structures have

a stronger effect on enterprise level features than the other way around. Future studies should nevertheless use a

longitudinal research approach or use instrumental variables to increase internal validity. Another limitation is that

we do not control for public R&D spending at a regional level, which may affect location decisions of enterprise

R&D investments. The reason why we do not control for public R&D spending is that the data, unfortunately, does

not exist at the regional level (LAU‐1) we analyse. We believe, however, that regional population size, regional geo-

graphical area, and the interaction between the terms, may be useful, albeit not perfect, proxy variables for public

R&D investments. For example, large and R&D intensive universities and colleges tend to locate in populous regions
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(please see our argument for the inclusion of the interaction term at the end of subsection 3.3 and the discussion at

the end of subsection 5.1). A final limitation is that the measure of related variety that we have applied in the study

may underestimate the genuine industry structure in some regions. Studying economic regions in Norway, Fitjar and

Timmermans (2017, p. 516) assert that using NACE codes “tends to underestimate the level of relatedness in many of

Norway's most technologically sophisticated manufacturing regions,” and we, therefore, call for future studies using

alternative measures of the concept. Yet, having said this, using the same measure of related variety as applied in this

study, Aarstad et al. (2016a) found that the concept had a consistent effect on enterprise product innovation, which

indicates strong criterion validity (cf. Cronbach & Meehl, 1955).

We have discussed various reasons why unrelated regional industry structures affect location decisions of enter-

prise R&D investments (subsection 5.1), and we encourage future research to gain further insight into which of these,

or other reasons, that may be genuine explanations. Future research should also aim to investigate why related vari-

ety does not seem to have a genuine effect. We have suggested a few reasons, but future research should aim to gain

further knowledge about this issue. We finally encourage future research to investigate other regional characteristics

than studied here to gain even better knowledge about regional factors affecting location decisions of enterprise

R&D investments.
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